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ABSTRACT
'Hop Step Junk' is an interactive sound installation that
creates audio and visual representations of the audience's
footsteps. The sound of a footstep is very expressive.
Depending on one's weight, clothing and gate, a footstep can
sound quite different. The period between steps defines one's
personal rhythm. The sound output of 'Hop Step Junk' is
wholly derived from the audience's footsteps. 'Hop Step Junk'
creates a multi-generational playground, an instrument that an
audience can easily play.
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1. Interaction with footsteps
Interacting with 'Hop Step Junk' is simple. The audience
members can take steps as they please. Once the system detects
a footstep it makes a recording. This sampling is repeated until
the next detection. The sound signal is augmented by a filter
and a delay line. The delay time and the filtering are automated.
Sound is projected from audio speakers surrounding the
perimeter. The audio signal drives computer graphic patterns
projected on the floor. The loudness of sound affects
parameters controlling the transformation of graphics. By
reacting to the audio and visual feedback of their steps, the
audience perpetuates a cycle of interaction.

2. System details
Each of the two speaker pairs is linked to its own platform.
Although each setup can operate independently, two
participants will be given the opportunity to collaborate.
The interface makes active use of simple body movements,
heightening participants' consciousness of their own actions.
The wooden stages have a simple and sturdy construction. The
system utilizes a computer running Max/MSP for sound

processing and Jitter for video. (Fig.1, 2)

Fig. 1 Overview

Fig. 2 The wiring diagram
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