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four musiciang8 channels &h), and physilogical signalof 9
audience mmbers (2 chamels each). Fothis sessionfour
different compiters were usito record vigo, audio andensor
data. Moreoer, two compters were useto receive gnals
from wirelessacquisition deices and senthem throughOSC
to the data-remding compugyr.
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Figure 2. Sesor data recading object for Max/MSP (left)
and example of recorded txt file with TC (right)
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Figure 3. Example configuration diagram of the recording
system during an experimentsession.

For this expernent sessiorpne of the vide cameras gemated
SMPTE timecode, whichwas sent to aMOTU SMPTE-to-
MTC converer that distribued MTC to al recording deices.
The audio mul-track recordng platform was configureda use
MTC as a maer clock, andhe video fromboth linked caneras
was recordeavith the originh SMPTE timecode.

In another reording sessio, a different configuration was
utilized. Themulti-track audo session gamated MTC,which
was connectito the MOTU interface, ad then distribugd to
all the compters recordingsensor data, sawell as creahg a
SMPTE copyto be recordeds an audio trek in the tapeof the
video cameraised in this seon. The keyelement for thé and
any configurdbn set-up isdr the recordig devices to reeive
a copy of te MTC signal (or a conveled equivalente.qg.
SMTPE).

3.4 Testing and Calibration of the System
Because the geipment andconditions ofa recording sssion
can changeconsiderably between expeéments, the main
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objective of this ecording systm is to evaluatand register t
time differencesof the differsmt componentsThis approak
does not focus orattempting toforce synchroization betwen
the different devees before reading, but to &ectively assss
the multiple differences theypossess sothey can bk
sutsequently corected in the arlgsis stage.

To achieve ths, a simple signal genator has bee
implemented usig an Arduinoand set of snple electron:
components, whih synchronouy outputs a djital, audio ad
visual pulse train Before theexperimental sssion, the &
signal is sent toall the recoding devices,which are als
receiving the MTC. Subsequent| every test ginal recordeds
loaded into a MATLAB algorithm that calculates th
differences betvem the individial devices. Tese difference
are registered am after the reording sessioneach recordg
signal is calibra¢d and correed according d its individual
temporal displacment.
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Figure 4. Exanple of sensordata and audiovisual signals
synchronized using he presented gstem

4. CONCLUSIONS

We have preseaed a practicd system thatsynchronousl
records sensor da from diffeent acquisitionsystems andsi
compatible with shndard audiowual recordingplatforms.

The main advatages of theproposed sysm rely on ts
modular capacity,being able @ adapt to diferent recordig
scanarios. Furthemnore, the systa corrects theelative timesof
arrival of each gnal, regardles of the sumof latencies tht
recording from seeral dissimiladevices can ase.

Even though wehave used thisystem for seeral experimet
sesions involving multimodal $gnals, we arestill developirg
the tools and algrithms to m&e each steas automatedss
possible. Additiorally, work on creating similablocks to allov
EyesWeb [4] intgration is undedevelopment.
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