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ABSTRACT
We have added a dynamic bio-mechanical mapping layer
that contains a model of the human vocal tract with tongue
muscle activations as input and tract geometry as output to
a real time gesture controlled voice synthesizer system used
for musical performance and speech research. Using this
mapping layer, we conducted user studies comparing con-
trolling the model muscle activations using a 2D set of force
sensors with a position controlled kinematic input space
that maps directly to the sound. Preliminary user evalu-
ation suggests that it was more difficult to using force input
but the resultant output sound was more intelligible and
natural compared to the kinematic controller. This result
shows that force input is a potentially feasible for browsing
through a vowel space for an articulatory voice synthesis
system, although further evaluation is required.
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1. INTRODUCTION
The human voice is one of the most intimate musical in-
struments known. This intimacy, based on the fact that it
resides within the human body, coupled with its usage for
communicative purposes, makes the voice a difficult instru-
ment to analyze, and is therefore the subject of a significant
amount of scientific research. Within the NIME context,
because all hearing people are essentially ”expert listeners”,
the voice becomes an interesting platform for the develop-
ment and evaluation of new instruments.

The Digital Ventriloquist Actor (DiVA) system is a real
time gesture controlled speech and singing synthesizer [5]
The DiVA, as shown in Figure 1, is a solo voice instrument
that has been used in various performances [10, 11] as well
as speech research.
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Figure 1: The DiVA system used during perfor-
mance and speech research

The original DiVA system maps gesture input directly
into sound space to control a formant synthesizer [7]. The
synthesizer is capable of producing high quality speech as
evident by the sample phrases, but requires a large num-
ber of input parameters. Mapping the input gestures to the
synthesis parameters has been the central focus of the DiVA
system. The gesture to sound mapping scheme requires sig-
nificant user input bandwidth and the result is a system
with a gradual learning curve requiring long training time
and unnatural sounding output. At the other extreme, con-
catenative based text to speech synthesis systems can offer
natural sounding speech, but at the price of controllabil-
ity which makes it unsuitable for real time performance.
Figure 2 shows the relative positions of the formant-based
DiVA system, a concatenative synthesis system and the tar-
get goal for the new system.

The proposed method to improve the sound quality while
maintaining the ability to control the system as a perfor-
mance instrument is through the implementation of an ar-
ticulatory synthesis system with an underlying bio-mechanical
model. The motivation of this method lies in the fact that
the constraints imposed by the model is based on physiol-
ogy of the human vocal apparatus and as such, a meaningful
mapping system from the input hand gestures, that are also
muscle based, will provide a more natural vocal tract config-
uration and the output sound is produced through articula-
tory synthesis. This method should not only create a more
expressive vocal instrument, but also provide new avenues
for speech research since the remapping of articulators (to
the hands) allows exploration on the cognitive process of



Figure 2: Controllability vs Naturalness

vocal production. With the vocal tract as the underlying
input representation for control for the user, it remains un-
clear whether force control (i.e., isometric, where gestures
force relates directly to muscle activation) or position con-
trol (i.e., isotonic, where gesture position maps to the shape
of the vocal tract) provide effective control techniques. As
a first step evaluation, a force input controller mapped to
articulators was implemented using FSRs, and compared
with a position controlled articulator shape mapping using
a touch pad.

This paper first describes related work, then provides an
overview of the implemented system and then describes pre-
liminary evaluation that compares the new and existing sys-
tems focusing on the gesture input and synthesized results.
A discussion on the limitations of the evaluation is presented
followed by suggestions for future development.

2. RELATED WORK
The DiVA system is based on GloveTalkII [6] where hand
gestures are captured using an instrumented glove and sent
to a software mapping system implemented using neural
networks. The mapping system converts the input gestures
to formant synthesis parameters in real time to produce
sound. Further developments of the system as a musical
instrument [9, 5] led to various modifications and additions
to the system for artistic applications, with considerable
effort spent on developing the aesthetics, modularity and
robustness as required for use by musicians during rehearsal
and performance.

The HandSketch controller and RAMCESS [3] synthe-
sizer is another example of an existing gesture controlled
speech and singing synthesis system.

In terms of articulatory synthesis, VocaltractLab [2] uti-
lizes a parametric model of the vocal tract and is capable of
high quality speech and provides an off-line control system
used to generate input parameters.

The bio-mechanical model of the tongue used by the new
system is based on [13] where a computationally expensive
finite element method model was sped up with a small loss
in accuracy using stiffness warping. The synthesizer used in
the new system [12] provides real time articulatory synthesis
based on a tube geometry and parameters driving a self
oscillating glottal source model.

In terms of developing new musical interfaces, [8] provides
a framework for selecting and evaluating input devices, and
[14] provides discussion on sensor choice and their suitability
for various musical tasks.

3. SYSTEM OVERVIEW

The new synthesis system consists of a number of modules,
as shown in Figure 3. Communication between the mod-
ules was implemented using Open Sound Control [1] which
allows flexible routing and transmission of the data and the
possibility of running the modules on different machines.
The following sections explain each module in more detail.

Figure 3: System Diagram

3.1 Force Input and Mapping
The force input and mapping system consists of a series of
Force Sensitive Resistors (FSR’s) attached to an Arduino
microcontroller connected via a serial port to a Max/MSP
patch, as shown in Figure 4. The forces are mapped to
muscle activations and grouped according to their effect on
the tongue body: front, back, up, and down. This input
system allows opposing muscles to be activated at the same
time.

Figure 4: Force Input and Mapping

3.2 Bio-Mechanical Model
The model was implemented in the ArtiSynth modelling en-
vironment [4]. A series of beams was constructed around the



tongue model [13] to represent sections of the vocal tract,
and 22 marker points were placed at set intervals along the
tract. The distances between these marker points and the
tongue surface are computed in real time which allows an
effective cross sectional area function to be calculated. The
muscles in the tongue model are controlled by an OSC lis-
tener that listens for messages with address tags correspond-
ing to each muscle.

Figure 5: Artisynth Vocal Tract Model

3.3 Synthesizer
The synthesizer is an extended version of [12] that imple-
ments an OSC listener and updates the tube shape in real
time while synthesizing audio at 44100 Hz. The number of
tube sections is set to the same as the output of the bio-
mechanical model, although a linear interpolation function
is also available for a different number of sections if required.

3.4 System Integration and Tuning
When integrated, the system runs on a single laptop (In-
tel C2D 2.4GHz Macbook). The static positions in the
tract model was manually matched to provide a certain out-
put vowel space when the tongue was activated through the
force input system. The vowel space was tuned to include i,
E, A and u, which represent relative extremes of the tongue
body along the top/bottom and forward/back positions.

4. COMPARISON WITH EXISTING SYSTEM
To evaluate our sensor choice the new input system is com-
pared with the existing system. A modified version of the
existing DiVA synthesis system was set up with the same
vowel space (based on formant frequencies) as the new sys-
tem and a 2D browsing input was implemented on a iPad.
The X-Y finger position on the touch screen is fed into the
existing mapping system to control formant frequencies, and
the finger down/up is used to trigger the sound on/off. For
the force input system a separate USB foot-switch was used
to control the switching of the sound. Figure 6 shows an
image of the two controllers side by side.

4.1 Experiment
A pilot experiment was set up with 3 performers and 4 lis-
teners. The producers were introduced to the interfaces
and then asked to perform certain ”words” composed of 1
to 3 different vowel sounds. The gesture trajectories were
recorded to allow later playback for producing audio sam-
ples during listener evaluation. Due to the limited time the
performers have practised on the interface for the pilot, only
relevant qualitative feedback is currently available.

Table 1: Identification Accuracy
User Kinematic Force

1 18 % 35 %
2 36 % 31 %
3 34 % 52 %
4 33 % 62 %

average 30 % 45 %

For the listener evaluation, a word identification task was
set to compare the intelligibility of the system outputs. In
addition, a series of descriptors such as sharp, exciting, nat-
ural, speechlike and intelligible was provided and the listener
had to rank two (unknown) sound samples based on each
term.

Figure 6: Force and Kinematic Controllers

5. RESULTS
5.1 Performer Evaluation
While input trajectories were captured for all the user in-
put and deviation from target values could be calculated, it
should be acknowledged that because the force input sys-
tem has targets at the saturation point (maximum input
activation for the bio-mechanical model), it is not too rele-
vant to make any quantitative comparison between the two
interfaces in this respect. All performers, given the lim-
ited amount of practice, seem to prefer the touch interface
due to its relative ease of use. The fact that the kinematic
controller is implemented on a polished commercial product
may also influence the performers’ preference.

5.2 Listener Evaluation
126 audio samples were used from the performer input data
(61 from the existing system and 65 from the new one).
They were placed in a randomized list, and played back
to each listener for identification. Table 1 shows the accu-
racy rates for each user. Overall the accuracy for the force
controller output is considerably higher than the kinematic
system.

For the qualitative descriptors (Table 2), the output from
the kinematic system was rated by most listeners as sharp.
This may be due to the different synthesizer used in the
existing system, and suggest that for a more comparable
analysis the two input and mapping systems should use the
same synthesizer if possible.



Table 2: Qualitative descriptors for system outputs
Kinematic Force

sharp 98% 2 %
exciting 77% 23 %
natural 20% 80 %

speech-like 27% 73 %
intelligible 56% 44 %

5.3 Discussion
Through the pilot experiment various issues were discovered
that motivates modification and refinement of the evalua-
tion procedure. First, it is clear that for a difficult to use
interface, a sufficient period of learning should be expected
for proper evaluation [8]. A significant difference in output
sound quality was noticed by listeners, and for better com-
parison the same synthesizer should be used to isolate dif-
ferences between the input mappings. Since the initial sub-
mission of this paper, kinematic input was implemented to
drive the articulatory synth between the static tube shapes
of the boundary force input cases so the kinematic and force
input spaces can be better compared using the same sound
output.

An interesting outcome of the preliminary evaluation is
that despite the sound from the existing kinematic con-
troller and formant synthesis system is considered ”more
intelligible” by listeners, the actual identification rate was
considerably higher in the new system for 3 out of the 4
listeners. At this point however, it is not certain if the force
input is the most feasible approach, and further investiga-
tion with a larger number of samples is required.

6. FUTURE WORK
This work represents the preliminary evaluation of using
force input for gesture controlled articulatory synthesis. There
are limitations in the various components of the current sys-
tem and it is far from comprehensive as a vocal synthesizer
(lacking consonants, stops, etc). However, one of the most
crucial aspects of a gesture controlled synthesizer is input
system and the immediate focus of future work is to ex-
plore and evaluate appropriate input and mapping meth-
ods. Based on the findings of the current evaluation, the
same synthesis engine should be used to provide a more
balanced comparison by eliminating the effect of the differ-
ence in sound quality. If certain aspects of kinematic con-
trol is found to be appropriate alongside with force control,
a hybrid controller such as [15] may be employed to make
use of relevant features of both concepts (and indeed may
be necessary for generating a wider number of sounds). In
addition, as a musical interface, creative tasks such as ”com-
posing a short piece” or ”performing a musical phrase” are
potential avenues for future exploration.

7. CONCLUSION
A force input system was implemented to control muscle ac-
tivations to browse through a vowel space in an articulatory
vocal synthesis system with a bio-mechanical mapping layer.
The new input system and corresponding audio output is
evaluated by a comparison with the existing system from
the performer and listener perspectives. Preliminary user
evaluation suggest that the force-based system was more
difficult by novice users but the resultant output was no
less intelligible and rated to be more natural by listeners.
Force input appears to be a feasible controller for brows-
ing through a vowel space in an articulatory voice synthesis
system, but further evaluation is required.
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