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ABSTRACT
For a number of years, musicians in different locations have been
able to perform with one another over a network as though present
on the same stage. However, rather than attempt to re-create an
environment for Network Music Performance (NMP) that mimics
co-present performance as closely as possible, we propose focus-
ing on providing musicians with novel controls that can help in-
crease the level of interaction between them. To this end, we have
developed a reactive environment for distributed performance that
provides participants with dynamic, real-time control over several
aspects of their performance, enabling them to change volume lev-
els and experience exaggerated stereo panning. In addition, our
reactive environment reinforces a feeling of a “shared space” be-
tween musicians. Our system—intended for use in more relaxed,
informal settings, such as loose rehearsals and jam sessions, rather
than live performances before an audience—differs most notably
from standard ventures into the design of novel musical interfaces
and installations in its reliance on user-centric methodologies bor-
rowed from the field of Human-Computer Interaction (HCI). Not
only does this research enable us to closely examine the commu-
nicative aspects of performance, it also allows us to explore new
interpretations of the network as a performance space. This pa-
per describes the motivation and background behind our project,
the work that has been undertaken towards its realization and the
future steps that have yet to be explored.

1. INTRODUCTION
The relatively recent development of high-speed networks has led
to a virtual collapse of geographical distances. As the field of Com-
puter Supported Collaborative Work (CSCW) emerged to address
many of the ensuing social and technological effects, the notion
of people being apart, yet feeling together, has become quite com-
monplace. Remote collaboration over a network, however, is not
a task without its share of challenges, the most glaring of which is
arguably that of latency. Put simply, there are restrictions on the
transmission speed of real-time data, which, under idealized con-
ditions, can only reach up to 2/3 of the speed of light when fibre
optics are used [6]. This places the theoretical Round Trip Time
(RTT) between New York and San Francisco at approximately 40
ms, a figure that does not take into account compression, encod-
ing, and decoding, existing traffic on the network or transmission-
error-checking. While this level of latency seems to be relatively
quite low, it is considered unacceptable within the context of musi-
cal performance, where unidirectional latency must fall below the
Ensemble Performance Threshold (EPT) of 25 ms to ensure syn-
chronous play. To cope with this drawback, a number of artists
began to approach distributed performance differently, choosing
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instead to examine the merits of treating the network as a unique
collaborative space. Schroeder and Rebelo, for instance, claim that
the network is no longer merely a channel for communication and
exchange, but rather a “place in its own right, a space for being,
a locus for dwelling” [27]. In addition, Shapiro encourages us to
shift the emphasis of “being there” towards a greater exploration
of “being apart”. This notion is echoed by Renaud, who states that
the most exciting prospects for NMP lie not in emulating the tra-
ditional stage, but in using the network to explore new types of
performance and purpose-created music [24]. Therefore, we argue
that the network should be embraced as a valid performance space,
with all its idiosyncrasies and their implications. However, we also
propose taking NMP even further: why not capitalize on the fact
that, by definition, the network brings computing technology to
the performance setting, and use this to the musicians’ advantage
by giving them control over certain dynamics of the performance?
By providing musicians with interesting functionalities that they
do not experience in a traditional performance, we can entice them
to explore the network not only as a valid medium, but as one that
is full of creative potential worth exploring. In addition, we began
to wonder whether these added functionalities could somehow in-
crease the level of interaction between the remote musicians, and
compensate for the effect of decreased sociability that remoteness
can have on musical performance. However, determining how
such functionalities should be chosen and designed is not a triv-
ial task. According to Jordá, the fact that it is not easy to define the
role of a computer in live performance the way one can with tradi-
tional acoustic instruments is an indication that we are still at the
“Stone Age” of technology-aided music creation [19]. To exam-
ine this issue, we chose to adopt the User-Centred Design (UCD)
methodologies popular within the field of Human-Computer Inter-
action (HCI). To this end, target users have thus far involved our
target users throughout the life-cycle of the project by means of
contextual inquiries, observations and interviews. Subsequently,
we developed and tested prototypes for the the co-present case,
all of which we discuss at length in reference [13]. In this paper,
we describe our current efforts at extending our reactive environ-
ment from a co-present to a distributed context, and discuss the
impressions and feedback of a musical trio who performed with
our system as part of the Net-Music 2013 Symposium.

2. BACKGROUND AND RELATED WORK
2.1 Network Music Performance
While distributed musicians had managed to collaborate success-
fully with one another via satellite as far back as 1975 [17], it was
not until 2001 that the first successful two-way musical collabo-
ration over the Internet took place: Chafe and the SoundWIRE
Group at Standford’s Center for Computer Research in Music and
Acoustics (CCRMA) were able to stream high quality audio bidi-
rectionally between a pianist at Stanford and a cellist at the In-
ternet2 headquarters in Armonk, NY. Although there was very lit-
tle signal loss, the acoustic latency of 125 ms was “on the hairy
edge for an unencumbered performance”. Nonetheless, despite
the noticeable delay, Chafe reports that musicians were able to
“catch-up” during the pauses [6][7]. A much lower delay was ex-
perienced when musicians from Stanford University and McGill
were joined in a cross-continental jazz session in 2002 using the
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Ultra-Videoconferencing system developed at McGill. Surround
sound and full-screen video were streamed bidirectionally over
the research Internet (CA*net2 and Internet2), with a one-way de-
lay around 45 ms. Although problems with an intervening router
sometimes doubled the delay, the musicians involved reported feel-
ing as though they were present on the same stage during the “good
moments” [8]. A number of standalone software applications for
audio streaming were later created with accessibility to the “aver-
age” musician in mind. For instance, the readily-available Sound-
jack software, developed by Carôt in 2005, can directly access the
sound card buffer and send audio data via UDP [4]. Soundjack
was successfully used in a number of NMPs attempting to repli-
cate co-present condition all across Europe. As another example,
eJamming is a commercial software product available online that
promises to “enable musicians to play together in real-time as if
in the same room even if they are far from one another”. It dif-
fers from Soundjack in using MIDI data rather than audio, thereby
greatly reducing the bandwidth requirements. In addition, data is
transmitted only when an event is triggered by the user, which min-
imizes the amount of jitter [3][5]. Finally, JackTrip, the application
developed by the SoundWIRE group to support their on-line col-
laborations, is also available for download. Jacktrip uses Jack as its
default host audio server, and “has the ability to make audio con-
nections between many different audio clients on the same host”,
making it a common solution used by those interested in “multi-
machine network performance over best-effort Internet” [2].

2.1.1 Visual Representations
While most NMP systems continue to take their lead from tradi-
tional videoconferencing, offering full-frontal video as the only so-
lution, we find that this approach does not take into account the net-
work’s unique characteristics, but simply attempts instead to repli-
cate traditional performance. In an effort to resolve visual commu-
nication during NMP, many researchers believe it is first imperative
to examine the implications of being in the network. For instance,
Schroeder notes that “in the same way that you cannot stare at the
network straight in the eye, that you can never directly confront the
network, for it is always somewhere else from wherever you may
be looking, performers never stare at other players” [26]. In tra-
ditional performance, although musicians communicate with each
other through various cues and body language, they do not require
a full-frontal view of one another. Instead, each musician expe-
riences only “fragments” of the whole performance environment,
through glances and peripheral vision [27]. Putting this philosophy
to the test, Schroeder et al. started the “Apart Project” in 2007 as
a study on various novel network scenarios. Three musicians were
asked to perform several songs over a network under five types of
scenarios that included “avatars” and standard video conferencing
technologies. The avatars were designed as close-up and detailed,
yet abstract renditions of performance gestures. Post-test ques-
tionnaires revealed that musicians enjoyed looking at the avatars
“as a means for visual interaction and potentially for enhancing
social interaction.” [27]. Furthermore, when iChat was used to
stream full-body video capture amongst the musicians, there were
remarkably few glances towards the screen in both pieces, sup-
porting Schroeder’s theory that performers do not need to stare at
one other directly and constantly. Similarly, Kapur et al. exper-
imented with the use of specialized graphics, in addition to full-
frontal video, as part of their work on distributed performance.
More specifically, the authors developed the veldt software, de-
scribed as a “real-time networked visual feedback software” that
can trigger arbitrary text, images, videos or geometric models in
response to MIDI events [20]. Mappings are flexible and can be set
by the musicians prior to a performance. For instance, when veldt
was used as part of the Gigapop ritual, players of the Electronic
Dholak (EDholak), a multi-player networked percussion controller
based on the Indian Dholak, were allowed to interact with one an-
other through a sculptural metaphor. The events they generated by
striking the EDholak were “dynamically mapped to a series of ge-
ometric operations that generated, deleted, deformed or detached”
elements of a visual artefact. Not only did the metaphor render the
drummers’ actions “visible and distinguishable” to one another, it
also encouraged them to interact on a new level through their col-
laboration to shape the artefact itself.

2.2 Other Related Works
Given that our work extends the notion of distributed performance
further than the mere exchange of audio, it shares a number com-
mon traits with a number of specialized research areas beyond
NMP.

2.2.1 Interconnected Music Networks
As our proposed system is largely driven by player-to-player in-
teraction, we are particularly interested in music technology ap-
plications that focus on increasing the level of interplay between
musicians. One such research area is that of Interconnected Music
Networks. IMNs are live performances where players can influ-
ence, share and shape each other’s music in real-time. Clearly,
traditional performance can to a certain extent be considered a
form of IMN, as music-playing is a highly interdependent art form.
Nonetheless, while co-present musicians can influence each other
a great deal, the level of control over this influence is rather lim-
ited. For example, a soloist can steer her collaborators towards a
musical idea in which she is interested, but this type of influence is
more of a suggestion, lacking in any direct control over the other
musicians’ instruments. As the introduction of New Musical In-
terfaces (NMIs) facilitated the construct of electronic communica-
tion channels between instruments, musicians became able to take
a fully active role in determining not only their own musical out-
put, but their peers’. IMNs differ most notably from NMP systems
in the fact that they do not necessitate participants to be apart, and
can in fact be used in a shared space.

When the commercialization of personal computers began in
the 1970s, the League of Automatic Music Composers became the
first group to write interdependent computer compositions. Dub-
bing the new genre “Network Computer Music”, the group set up
a three-node network, mapping frequencies from one computer to
generate notes in another, or mapping intervals from one composi-
tion to control rests and rhythmic patterns in another. The League
of Automatic Music Composers evolved into The Hub in 1986,
improving their communication schemes through the use of MIDI
data more accurately exchanged through a central computer. More
recent examples of IMNs include William Duckworth’s “Cathe-
dral”, which in fact was the first piece composed specifically for
the Web in 1997. Through a Java Applet, users could trigger
sounds by clicking on nodes hidden in the screen. Although the
original sounds were composed by Duckworth, players could con-
tribute their own sounds to the mix [11]. Another example is
“Variations for WWW”, an application introduced by Yamagishi
in 1998. The goal of the project was promoting “interactivity as
opposed to unilaterality” and “sharing as opposed to monopoliz-
ing” [30]. Remote users could access a MAX patch connected to
the Internet and manipulate parameters that were then sent to a
MIDI synthesizer. The resulting output was then transmitted back
to the participant. Users could play the combined manipulations of
all the other users, and modify their own contribution in response.
Similar to this is the Palette, an online system that not only al-
lows participants to share music in the form of MIDI events, but
also to control the “style and “energy” of content uploaded by oth-
ers [31]. We believe that the philosophy behind IMNs idea bears
some resemblance to Interactive Installations, as both encourage
interplay between multiple users, all while remaining completely
accessible.

2.2.2 Interactive Installations
Given our interest in exploring specialized forms of interaction, we
turned to the existing body of work on Interactive Installations for
further guidance. We use the term Interactive Installations (IIs)
to denote works that are commonly referred to in the literature
as “Interactive Sound Installations” or “Interactive Art Installa-
tions”. Like Interconnected Music Networks, Interactive Instal-
lations are an example of highly collaborative interfaces, inviting
users to communicate with and influence each other through the
system at hand. However, they differ from IMNs in a number of
ways. First, while the bar for entry in terms of musical expertise
can vary widely for IMNs, IIs are designed with public accessi-
bility in mind. Ideally, participants should be able to walk up to
an installation and fully explore it with no prior training or experi-
ence. In addition, an II is typically a vehicle for communicating its
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creator’s message or intent by means of audience interaction with
the work [18]. IMNs, on the other hand, serve as musical instru-
ments for performance or composition that encourage higher levels
of interaction between participating users. An example of Interac-
tive Installations is Iamascope, where a camera captures viewer
images and movement that are in turn used by a controlling com-
puter to project corresponding kaleidoscope-like images and create
accompanying music [16]. Absolute 4.5 is another example, where
participant presence is determined through floor sensors and used
to generate a complex soundtrack and a large grid of colours pro-
jected on a screen [12][1]. The Intelligent Street System further
illustrates the accessible nature of IIs: as an alternative to the of-
ten undesirable “Muzak” heard in public spaces, it allows users to
request changes via mobile text messages. The overall result is
to turn visitors of a space from passive consumers to active par-
ticipants creating their own aural landscape [22]. Similarly, the
Control Augmented Adaptive System for Audience Participation
(CAASAP) was a project designed to examine a variety of ways
in which audience members could make use of mobile phones to
become part of the music-making process [28]. Finally, Feldmier
et al. created low-cost wireless motion sensors that enabled them
to estimate the level of activity of a large scale crowd. The data
could subsequently be used to generate music and lighting effects,
thereby essentially allowing members of the crowd to drive the
music to which they danced [15].

2.2.3 Reactive Environments
Interactive Installations bring to mind another area offering rich
examples of hands-free, highly specialized interactions: Reactive
Environments. In fact, we consider the Reactive Environments
(also sometimes referred to as Responsive Environments) as the
more utilitarian counterparts of Interactive Installations. However,
while users partaking in interactive art are typically aware of the
process they become one with, the most defining tenet of a reactive
environment was perhaps best described by Elrod, who said such a
system “should do its job well enough that the occupants are usu-
ally not aware of its presence” [14]. Considered by many to be an
extension of Ubiquitous Computing, reactive environments gained
momentum in the 1990s as a solution to “reduce the cognitive load
of the user by allowing the system to make context-sensitive reac-
tions in response to the user’s conscious actions” [10]. The concept
can in fact be traced back to Elrod, who sought to interconnect Xe-
rox PARC’s rich computational infrastructure with a computerized
building-management system that could save energy based on of-
fice occupancy. Dubbed “Responsive Office Environments”, the
system made use of small, low-cost sensors to determine whether
a worker was present in her office, and made changes to heating,
air conditioning, lighting and desktop appliances accordingly. As
another example, Wellner’s DigitalDesk was designed to merge the
advantages of the physical workstation with those of the electronic
one. The system could project electronic images onto paper doc-
uments, respond to interaction with pens or bare fingers and read
paper documents placed on the desk. Thereby, it allowed office
workers to transition seamlessly back and forth between the physi-
cal and digital desktop. In 1997, Cooperstock et al. created the Re-
active Room in response to the frustrations experienced by users
interacting with traditional videoconferencing systems. The Re-
active Room reacted to a user’s high-level actions instead, letting
the technology itself manage the low-level operations between the
various pieces of equipment [9]. The developers of the Reactive
Room believed that the questions they tackled “are not endemic
to videoconferencing but apply equally well to other physical en-
vironments such as power-plant control rooms, flight decks, and
so-called ‘smart homes’, as well as to software environments such
as integrated office suites”. We believe they are also applicable to
performance environments, where technology can seamlessly aug-
ment music-making with functionalities never before available. In
fact, such a notion was first explored by Livingstone and Miranda
in 2004. The authors developed a novel sonic controller that “re-
generates a soundscape dynamically by mapping ‘known gestures’
to influence diffusion and spatialization of sound objects created
from evolving data”, and dubbed their system a “responsive sonic
environment” [21]. Shortly after, Salter began to explore the use

of responsive environments for traditional live performance. The
result was Schwelle, a large-scale interactive theatre performance
where the rhythm and exerted force of the performers’ movements
were used to dynamically change a musical composition to “give
the impression of a living, breathing room for the spectator” [25].

3. SYSTEM OVERVIEW
Our research focuses on the user-centric design and development
of a reactive environment for Network Music Performance. As
discussed earlier, we regard the network as a unique performance
space, and argue that NMP should not have the replication of co-
present, traditional performance as its goal. Furthermore, we
want to help restore the social aspects of performance, which are
too often lost in a distributed setting, by increasing the level of in-
teractions among participants. In order to encourage musicians to
delve into new sonic territories, and to make the overall concept of
distributed performance more alluring, we believe that our system
should enable them to experiment with paradigms that traditional
performance does not support. Determining which functionalities
our system should afford, however, was not a trivial task. We had
a number of criteria in mind. First, we wanted to offer musicians
unprecedented control over aspects of their instrumental mix at
any given time, a job typically relegated to the soundman prior
to the start of a performance. Second, we wanted all controls to be
transparent and, therefore, our mappings had to adhere to a clear
metaphor. Finally, as a means of extending the social aspects of
traditional ensemble music into NMP, we wanted the system to
be driven by the interpersonal interactions between the distributed
musicians. In order to follow these guidelines, we began by plac-
ing the musician, our target user, at the center of our efforts. Sub-
sequently, through extensive user observation [13], we identified
two functions for our reactive environment:

1. Dynamic Volume Mixing (DVM): Within each local musi-
cian’s space, the remote participants are given position co-
ordinates, or a virtual location. As one musician moves to-
wards another’s virtual location, both can experience each
other’s instruments as gradually increasing in volume. To
formalize this feature, assume that M musicians are inter-
acting, each located at virtual location ~xi ∈ Ri = 1, . . . ,M .
Furthermore, assume that the musicians produce the source
audio signals si(t). Using DVM, we describe the mixmi(t)
that the musician i receives by

mi(t) =

M∑
j 6=i

aijsj(t) (1)

where
aij = f(‖~xi − ~xj‖) (2)

is given by a function that increases monotonically until the
argument falls below a threshold θ. Practically, an exponen-
tial function models a linear increase on the decibel scale
and matches users’ expectations.

2. Enhanced Stereo Panning (ESP): As a musician turns his
head about, he can experience a stereo panning effect based
on his orientation relative to the remote participants’ virtual
locations within his local space. Our implementation takes
the formalism for DVM, and extends the mix for musician
i to a 2D-vector ~mi = (mLi,mRi), representing the left
and right audio channels. This allows us to create interac-
tive, spatially structured sound mixes. As we naturally ori-
ent towards sound sources in which we are particularly in-
terested, ESP likewise enables an intuitive navigation of the
mix. Other musicians deemed to be of less interest are in
turn routed to one’s spatial periphery, left or right, according
to their position. The formalism to create this effect is to
compute

mki(t) =

M∑
j 6=i

akijsj(t) (3)

where k ∈ {L=left,R=right}, and akij are now channel-
wise mixing coefficients that depend both on the distances
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to other musicians j and the orientation of musician i. We
introduce the unit length vector ~ei, which points from the
right to the left ear. An intuitive approach is to set

akij =
aij
2

(
1 + bk

(~xi − ~xj)
‖~xi − ~xj‖

· ~ei
)2

, (4)

with bL = −1, bR = 1. The scalar product between the
difference vector and the ear-connection vector is within the
range [−1, 1] and the (·)2 ensures that the overall energy of
the source signal remains constant when orienting the head
towards a musician.

Our system is currently intended for use in more relaxed, infor-
mal settings, such as loose rehearsals and jam sessions, rather than
live performances before an audience. Naturally, to experience
the changes described above, musicians must receive their audio
mix through headphones, which is typically the case in studio sit-
uations. In addition, the instruments used must be all electric or
electronic rather than acoustic. This ensures that the modified au-
dio mix played back to each musician is not overshadowed by the
actual sound of the instruments themselves. Together, these func-
tionalities enable each musician to create his own individualized
mix, simply by moving about his space. While Dynamic Volume
Mixing allows performers to notably affect each other’s volumes,
Enhanced Stereo Panning enables each participant to have a more
individual and private focus on other members of the ensemble.
Furthermore, they are based on exaggerated properties of sound
that we experience everyday: sound sources closer to us are louder
in volume, and we already experience a mild form of stereo pan-
ning when we move our heads due to the human ear’s sound lo-
calization abilities. In other words, they satisfy the benchmarks
established above. To situate our work within the context of HCI,
our system is a reactive environment that responds to a user’s ac-
tions without necessitating that she detaches herself from the task
of music-making. Within the framework of NMP, our reactive en-
vironment is a distributed performance space that aims to increase
the level of interaction among remote musicians. In this regard,
it also shares its ideology with that behind Interconnected Music
Networks. It also supplements shared video though the use of a
simple Graphical User Interface (GUI) that displays dynamic vi-
sual representations of the environment. Finally, the simplicity of
our system, as it invites users to shape their environment through
clear and direct mappings between interaction and output, exhibits
the accessibility typically seen in Interactive Installations.

4. DESIGN AND DEVELOPMENT
Having validated some of our functionalities in a co-present set-
ting, as detailed in reference [13], we set about “distributing” the
system across three separate locations, as described below.

4.1 System Configuration
Our reactive environment is currently deployed across three loca-
tions and, as such, can naturally accommodate only three musi-
cians. The hardware configuration of each space can be seen in
Figure 1.

4.1.1 Video
We opted to create a simple yet stable setup using analog cameras
connected directly to Panasonic BT-LH1700W production moni-
tors. Each location includes two monitors, with a camera mounted
behind each to maintain a reasonable line of sight across the dis-
tributed musicians. Although we are interested in exploring alter-
native forms of visualizations (further described below), we opted
to first supplement them with video in order to better explore the
effects of each on distributed performance.

4.1.2 Audio
In each location, the musician’s instrument is plugged into a Roland
Edirol FA-101, which in turn feeds the audio into a computer. The
signal is then processed through SuperCollider, where volume and
panning are adjusted in accordance with our DVM and ESP sys-
tem functionalities. Musicians are also able to communicate with
one another verbally via Sennheiser MKE-2 lavalier microphones.

Figure 1: Overview of system setup at each location.

Figure 2: A musician performing within our reactive environ-
ment.

Audio streams (from Supercollider and the microphones) are then
shared among all three locations through Jacktrip. We chose Jack-
trip as it interfaces easily with SuperCollider through the Jack au-
dio server. To further reduce delay and guarantee sound stability, a
real-time kernel is used on all machines executing Jacktrip, and a
Local Area Network (LAN) was created to connect them through
a Netgear ProSafe 8 Port Gigabit Switch. This setup allowed us
to bring down our one-way latency to 11.6 ms, far below the es-
tablished EPT of 25 ms. Finally, each musician is able to hear
his own individual mix through a pair of Sennheiser HD Pro 280
closed headphones.

4.1.3 Motion Capture
One of the locations is equipped with a Vicon motion capture sys-
tem, while the remaining two have been fitted with the more portable
Optitrack system. Position and head orientation is determined via
markers fitted on a hat worn by each musician, while body orienta-
tion is determined through markers attached to an adjustable elastic
band strapped across the chest. Such a configuration provides us
with all the information needed to implement both DVM and ESP.
All motion capture data is then sent via Open Sound Control (OSC)
through the gigabit switch to the machines running SuperCollider.
A musician interacting with our system in one of the locations can
be seen in Figure 2.

4.2 Feature Implementation
Despite the musicians’ lack of shared presence, we had to maintain
the concept of “physical distance” between them in order to im-
plement DVM. As a result, all three motion capture systems have
been calibrated such that the spaces they cover form the Cartesian
space depicted in Figure 3. This also allows the musicians to feel
that they are in essence sharing a space, an idea that is further re-
inforced through our GUI’s visual representations of the environ-
ment, as further described below.

5. GRAPHICAL USER INTERFACE
In addition to invisibility, Cooperstock et al. list two other factors
deemed critical to the usability of reactive environments: feedback
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Figure 3: An overview of the “shared space” created by super-
imposing all three locations.

and manual override [9]. Therefore, we wanted even our most
non-technical users to be able to operate our system entirely on
their own, without relying on the help of experts to carry out what
should, in theory, be simple operations such as setting connections,
starting and stopping the system, or changing preferences. We cre-
ated the GUI seen in Figure 4 to allow musicians to connect with
remote participants and to adjust their own settings. Once a musi-
cian clicks the ‘Connect’ button, we consider him to be “online”.
He is told whether any other musicians are also online, and once all
three participants are connected, they can start their session. The
knob on the left-hand side allows each musician to adjust his own
base volume as heard by all participants. The slider on the bottom
allows him to personally determine the “sensitivity” of DVM, with
a larger value leading to more dramatically noticeable results. As
described in Section 2.1.1, Schroeder noted that musicians barely
made use of the full-frontal video made available to them through
iChat during distributed performance. Therefore, we were highly
inclined to consider alternative forms of visualization to supple-
ment shared video. Most importantly, we wanted to evoke the
sense of a “shared space” by showing musicians where they stood
in relation to one another, in spite of their remoteness. In addition,
while the effects of DVM and ESP can be heard, we also wanted to
provide graphical feedback to further reinforce each participant’s
state at any given point. Seeing as we wanted to avoid having our
musicians focus on a computer screen for any significant amount of
time mid-performance, we knew that all visual information had be
easily understandable in a matter of seconds. Therefore, we con-
ducted a brief user experiment where we polled subjects on their
preferred simplest visual representations of position, orientation,
volume and panning, and used the results to drive our design. As
illustrated in Figure 4, the musicians are represented as “avatars”,
whose heads and shoulders can be seen from a bird’s eye view.
Such avatars implicitly provide body orientation and position in-
formation. Head orientation, and the resulting level of stereo pan-
ning, are illustrated through the head marker sliding towards either
side of the shoulders, almost representing a crossfader. Finally,
volume levels are illustrated through the number of crests in the
“waves” emanating from the avatars.

6. USER FEEDBACK:
THE NET-MUSIC 2013 SYMPOSIUM

A trio of rock musicians, consisting of a lead singer and rhythm
guitarist, a lead guitarist, and a bassist, performed using our system
as part of a demo for “Net-Music 2013: The Internet as Creative
Resource in Music”, an international, multi-site telematic sympo-
sium. Overall, the musicians required very little training to become
familiar with the system and its functionalities. When asked if the
latency was perceptible, they reported not finding it at all prob-
lematic. They were easily able to find suitable volume levels, and
dynamically adjusted them throughout the performance through
the DVM functionality. In comparison, however, ESP was used far
less often. The bassist explained that he did not quite understand
the use for ESP, as DVM seemed to provide him with enough vol-
ume control. He added, however, that he could perhaps grasp its
usefulness after using the system over more extended periods of
time. Interestingly, the bassist reported not really making use of
the video displays, but this is consistent with Schroeder’s findings,

Figure 4: The Graphical User Interface, seen from the per-
spective of Musician 0 (red). Musician 1 (green) is closer to him
than Musician 2 (blue) and, as a result, the former’s louder vol-
ume is illustrated through his larger number of waves. In ad-
dition, Musician 2 (blue) has activated stereo panning by turn-
ing his head to the left, as depicted through his circular head
marker leaning in that direction.

as described earlier. He attributed this lack of attention to video,
in part, to the fact that the musicians were already quite familiar
with the songs and one another. Finally, the musicians commented
on the GUI several times, especially with regards to the visual rep-
resentations, often joking when their avatars were getting increas-
ingly closer to one another as they moved about, even though the
musicians were obviously in different rooms. This helped indicate
their perceived sense of shared space. However, when asked about
the usefulness of the avatar representation, the bassist explained
that he was unsure of its purpose. He described the variations in
volume triggered by the DVM function as being a “good feedback
for distance” and, therefore, he did not find it necessary to gauge
that information from the avatars themselves. He added, however,
that with time, he might find the visual representations more use-
ful. The lead guitarist reported finding the visual layout of the
GUI, especially the volume knob and DVM sensitivity slider, to
be “very simple to use and very responsive”. Overall, the musi-
cians found our performance environment enjoyable and easy to
use, with the lead guitarist adding that he “saw great potential in
the arrangement”.

7. FUTURE WORK
Given that our system was designed with ease of use in mind, and
that we would like to distribute it to a large number of musicians,
we are currently implementing a version that tracks user position
and orientation via the Microsoft Kinect, a much more affordable
and widely available alternative to traditional motion capture sys-
tems.

In terms of further refining the functionality of the system, the
next step in our user-centric approach is to conduct formal user ex-
periments. The results from such tests will heavily drive the design
of our next development iteration, which we hope will meet musi-
cians’ expectations even more closely than our current design. In
particular, while the usefulness of DVM seems to be immediately
apparent, we believe that more extended test sessions are needed
to determine whether the musicians might eventually gauge the
advantages of ESP. Formal tests with our earlier prototypes have
thus far utilized a large number of customized data collection tech-
niques, described in reference [13], namely: logged position and
orientation data, detailed questionnaires after each session to as-
sess flow, creative engagement and self-expression, and audio and
video footage for contextual analysis of the performances. In addi-
tion to those, we would like to explore holding non-leading inter-
views with musicians at the end of each test day to obtain a more
detailed overview of their impressions of the system, along with
any suggestions for improvement.

We are also interested in evaluating the benefits of our system
after longer periods of regular usage: will DVM and ESP con-
tinue to be features that musicians enjoy or find interesting? Or
will they simply tire of the system’s novelty? As a result, we have
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invited a composer to interact with our reactive environment and
write a musical piece that specifically exploits the features of our
reactive environment. Throughout the process, he will also be en-
couraged to share his thoughts on the system’s design, particularly
how it could be improved to better sustain long-term engagement.
Finally, we look forward to inviting a group of musicians as part
of an “artist residency” program, where they will be encouraged
to explore new sonic interactions using our reactive environment
throughout an extended period of time.

8. CONCLUSION
We described our efforts thus far towards the development of a
reactive environment for Network Music Performance, where par-
ticipants can affect each other’s volumes and experience enhanced
stereo panning. Our aim is to guide musicians towards perceiving
the network as an exciting performance milieu that is inherently
different from the traditional, co-present case. In addition, we be-
lieve that our system can increase the level interaction between
remote musicians by conveying a perception of shared space. By
maintaining our user-centric approach, which dictates an iterative
process of formal user tests and subsequent prototype refinements,
we are confident that we can arrive at a final system that helps
increase the distributed performers’ sense of flow, creativity and
self-expression. Ultimately, we hope that our work will encourage
more musical interface designers to consider the merits of UCD
methodologies.
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