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ABSTRACT
Many commercial software applications for timbre creation
and manipulation feature an engineering-focused, paramet-
ric layout. This paper argues the case for a perceptually mo-
tivated approach to interface design in such tools. ‘Percep-
tually motivated’ in this context refers to the use of common
semantic timbre descriptors to influence the digital repre-
sentation of timbre. A review is given of existing research
into semantic descriptors of timbre, as well as correspond-
ing acoustic features of timbre. Discussion is also given on
existing interface design techniques. The perceptually moti-
vated approach to interface design is demonstrated using an
example system, which makes use of perceptually relevant
mappings from acoustic timbre features to semantic timbre
descriptors and visualises sounds as physical objects.
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ACM Classification
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J.5 [Arts and Humanities]—Performing arts, I.3.5 [Compu-
tational Geometry and Object Modeling]—Curve, surface,
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1. INTRODUCTION
Historically, the notion of timbre has been linked to instru-
mentation or, more generally, sound source [27]. Similarly,
alterations of timbre have been linked to articulation and
gesture (e.g. pizzicato, arco). Digital audio synthesis by
machines has facilitated the creation and manipulation of
widely varying timbres. With digital synthesis, the manip-
ulation of such timbres can be controlled via any number
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of conceivable interfaces that link with the digital synthesis
engine [16].

The use of multidimensional scaling (MDS) techniques in
the study of timbre perception has highlighted the multi-
dimensional nature of timbre [13]. Using such techniques,
timbres can be situated as points within a multidimensional
‘timbre space’ where distances between points are indicative
of perceived difference in timbre [19]. The global timbre
space can then be conceived as a continuous control inter-
face where movement between different points can be used
to alter the timbre [30].

One can consider the timbre spaces afforded by tradi-
tional musical instruments. The mode of exploration through
such timbre spaces exists in the different articulation tech-
niques used on the instruments. With digital synthesis en-
gines, there are often high numbers of parameters that can
be altered in order to manipulate the timbre. Together,
these parameters make up a parameter space, where each
parameter alters the position of the timbre along one or
more perceptual dimensions within the timbre space. In
commercial software, the presentation of such parameter
spaces usually consists of arrays of rotary knobs and sliders.
The layout and positioning of the individual controls follows
the conventions of sound design, beginning with sound gen-
eration and following the signal flow through processes such
as filtering and effects. Such interface design is suited to the
focused creation of individual timbres, but can be limiting
to the process of exploration or performative manipulation.

This paper makes the case for a perceptually motivated
approach to interface design in digital tools for timbre cre-
ation and manipulation. It is argued that the exploration
of parameter spaces in digital environments could be vi-
sually guided using a perceptually motivated visualisation
framework that makes use of mappings between acoustic
features of timbre and semantic descriptors of timbre. It
is also suggested that a perceptually motivated interface
design framework could be effective in building more per-
formative, exploration-oriented interfaces.

The rest of the paper is structured as follows. Section 2
discusses some existing research into the semantic descrip-
tion of timbre, as well as research into mappings between
acoustic features and semantic descriptors. It also discusses
existing modes of interaction for the creation and manip-
ulation of timbre, categorising them into the different use-
cases to which they are suited. Discussion is given on how
a perceptually motivated visualisation framework could be
useful to each mode of interaction. Section 3 describes an
example system developed using existing research into tim-
bre perception, semantic description of timbre, and acoustic
features of timbre. This example system is used to argue
the case for a novel interface design paradigm. Section 4
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provides some discussion and section 5 provides conclusions
and summation.

2. RELATED RESEARCH
2.1 Semantic Descriptors
Anlaysis of the semantic description of timbre using the
techniques of semantic differential and verbal attribute mag-
nitude estimation (VAME) have shed light on the way in
which people understand timbre without relation to direct
sound sources [25]. Multiple studies have identified that
listeners often use visual metaphors when describing tim-
bre, with semantic descriptors being material, textural and
physical in nature [29, 21, 6].

Three salient clusters relating to: volume/wealth; bright-
ness and density ; and texture and temperature have been
identified in [32]. This has since been referred to as the
‘luminance texture mass’ model in a follow-up study [34]
and confirmatory studies have been conducted which show
that the model is consistent across two different languages
(English and Greek) [33, 31].

2.1.1 Mapping acoustic features to semantic descrip-
tors

A brief summary of research into mappings between acous-
tic features and semantic descriptors will now be given. The
acoustic features that are mentioned here will be explained
in detail in section 3.2.

There has been a lot of research into the correlation be-
tween acoustic features of timbre and perceptual dimensions
in timbre spaces. Studies have shown associations between
spectral centroid [14, 18, 17, 19], attack time [18, 19], and
spectral variation [18, 19] for particular dimensions. Three
key techniques have been used in the attempt to identify
mappings between acoustic features and semantic descrip-
tors: user studies, correlation analysis and machine learn-
ing.

User Studies
Giannakis and Smith have carried out a number of studies
looking at auditory-visual perceptual correlates [11, 9, 10].
An investigation into the similarities between visual texture
and auditory timbre is presented in [9]. The following as-
sociations were highlighted: texture contrast – spectral cen-
troid ; texture granularity – noisiness; texture repetitiveness
– distance between pairs of partials.

In [2], a user study was conducted in which participants
were presented with various audio-visual stimuli and their
mapping preferences were measured. The audio stimuli in-
volved pitch and volume. The timbre-related features used
were noisiness and spectral centroid. Results suggested that
participants preferred brightness (‘colour lightness’) as a vi-
sual mapping for spectral centroid, and texture rugosity as
a visual mapping for noisiness.

Correlation Analysis
By conducting correlation analysis between acoustic fea-
tures and semantic descriptors, Zacharakis et al. [33] found
the following correlations: harmonic energy distribution –
texture; spectral centroid variation and inharmonicity – thick-
ness (related to mass and luminance); fundamental frequency
– mass or luminance (depending on native language). There
is a large consensus for the association between spectral cen-
troid and the perceived ‘brightness’ of a sound [1, 5, 23, 22].

The results of various user studies and regression analysis
studies are summarised in the ‘suggested mappings’ column
of table 1.

One issue that has been reported with such correlation

analysis is that results often show that specific acoustic fea-
tures or perceptual dimensions (in the case of timbre space
analysis) are correlated with multiple semantic descriptors
[7, 8]. This makes the construction of mapping strategies
complicated, since it suggests the requirement of n-m map-
pings (as opposed to 1-1) from acoustic feature to semantic
descriptor.

Machine Learning
Machine learning techniques can be used for automatic clas-
sification of timbres (see [15] for a review). By defining a
set of synthesis parameters and using them as inputs to a
classifier, a measurement can be obtained of how much a
given parameter configuration fits a given timbre label. An
iterative process can then be employed in order to quantify
how much each parameter needs to change in order to ap-
proach a given timbre label, or semantic descriptor. Such a
technique was used by Gounaropoulos and Johnson [12].

An advantage of using machine learning to extract map-
pings in this way is that arbitrarily complicated n-m map-
pings can be obtained, which facilitates the representation
of groups of synthesis parameters using global perceptual
labels. However, this may also be a drawback, as such map-
pings will be black-box in nature, and hard to inspect.

2.2 Interface Design
This section gives a brief review of three different strate-
gies for user interface design, namely: sound design, perfor-
mance, and search and retrieval.

2.2.1 Sound Design
The term sound design is being used in this context to refer
to the construction of specific timbres, from the ground up.
Most commercial applications for sound design are geared
towards this use-case. As mentioned previously, the presen-
tation of parameter spaces in such interfaces usually consists
of arrays of rotary knobs and sliders and follows the con-
ventions of sound design from an engineering perspective.
This type of interface design is rooted in the mimicking of
modular synthesis hardware from the sixties to the eight-
ies, and has remained the industry standard despite the
development of novel synthesis techniques [26]. It is based
around what Seago et al. [26] call a ‘user specified archi-
tecture’. The user patches together sound sources, filters
and effects, and then sets the parameters of these various
modules in order to construct a required timbre. In the
context of timbre spaces, this interaction paradigm effec-
tively involves two steps: the construction of the timbre
space (linking modules), and the subsequent extraction of
a point, or area, within that timbre space (setting parame-
ters). Often what is lacking with interfaces such as these is a
strong link between ‘task language’ (e.g. ‘bright,’ ‘punchy’)
and ‘core language’ (e.g. ‘filter cutoff’, ‘envelope attack
time’) [26]. One way in which this link could be achieved
is through the use of a central visualisation of the timbre,
based on a perceptually motivated visualisation framework.

2.2.2 Performance
Performance in this context refers to the real-time manip-
ulation of timbre in a performative setting. Such interfaces
are usually built on top of what Seago et al. [26] refer
to as a ‘fixed architecture’. In other words, what the ma-
jority of these interfaces offer is some mode of exploration
through an existing underlying timbre space. Indeed, com-
mercial software packages based around user specified ar-
chitectures often have simplified counterparts, where the
architecture is fixed, and a collection of specific parame-
ters or macro controls (that alter multiple parameters) is
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presented to the user for simple – sometimes performative
– exploration. Again, interfaces such as this would bene-
fit from a perceptually motivated visualisation that would
guide such exploration.

In the case of performance-oriented interfaces, the issue of
mappings is of particular importance. Since the connection
between interaction and sound generation is disconnected
in digital performance interfaces, effective mappings need
to be designed that afford intuitive and expressive perfor-
mance capabilities [16]. The use of perceptually motivated
visualisation of timbre features could aid in the design of
intuitive modes of interaction. Such mappings could allow
direct interaction with a virtual object whose visual features
represent different aspects of the timbre.

Some performative interfaces make use of novel synthesis
techniques. One such technique is corpus-based concatena-
tive synthesis (CBCS), which involves the re-synthesis of a
target set of sound characteristics [24]. These target charac-
teristics are either explicitly provided, or extracted through
audio analysis of a target sound. A corpus of small sound
snippets or ‘grains’ is then referenced to find a set that to-
gether can provide a sound with the desired characteristics.
CBCS therefore provides access to a high-dimensional tim-
bre space, where the dimensions are defined as the various
sound characteristics that are used in the labeling and ref-
erencing of sound grains.

2.2.3 Search and Retrieval
The third type of interaction is based around the search and
retrieval of timbres using some form of user-guided search
algorithm [25, 12]. A common method is to use interactive
genetic algorithms (IGAs), however these can take a long
time to converge on a solution since GAs require multiple
generations, and user-evaluation of individual solutions is
very time consuming [28]. Alternative techniques are pro-
posed in [25] and [12]. Effectively, user exploration through
a high-dimensional timbre space is guided by continuous
user evaluation of reference sounds in comparison to a re-
quired target sound. This kind of interface is suited to users
without knowledge of sound design but who require specific
types of sounds.

By constructing robust complex mappings between sound
parameters and semantic labels, the process of searching
through a timbre space can be guided by semantically mean-
ingfully labeled controls [12]. Again, the drawback to this is
that the mappings are hidden within the black-box machine
learning algorithm.

3. EXAMPLE SYSTEM
This section will give details of an example system that
makes use of mappings between acoustic features and se-
mantic descriptors of timbre. This interface affords perfor-
mative exploration of a synthesis parameter space which is
guided by semantically motivated visualisation of the tim-
bre. The system constitutes a ‘simplified counterpart’ (as
discussed in section 2.2.2) to an underlying synthesis engine
with user specified architecture.

3.1 System Overview
The system makes use of the Microsoft Kinect 2.0 sensor
in order to track the user‘s hands. The front-end of this
system consists of a virtual 3D space within which the user‘s
hands are represented, along with a 3D visualisation of the
audio being generated by the sound engine. Real-time audio
analysis functionality is built into the audio engine, which
continuously extracts timbre descriptors from the audio that
is generated. These timbre descriptors are used to drive the
visualisation in the user-facing front end. In turn, the X,

Y and Z distances between the user‘s hands are mapped to
different parameters within the sound engine. The user can
thus drive the synthesis engine through gestural motion of
their hands within the space. This leads to both audible
changes in the sound and corresponding visual changes to
the visualised object. Figure 1 shows a flow diagram of the
system.

Figure 1: System overview.

3.2 Timbre Feature Extraction
There are two types of features used in this system: spectral
and harmonic. Spectral features are calculated for windows
of 256 samples, and harmonic features for windows of 2048
samples. Spectral features consist of spectral centroid, spec-
tral spread and spectral flatness. Harmonic features consist
of harmonic energy ratio and inharmonicity.

These timbre features were chosen based on their correla-
tion with semantic descriptors from previous research. An
extensive list of acoustic features is provided in [20]. The
features used in this example system are all taken from that
list. Table 1 shows the mathematical definition of these fea-
tures, and table 2 provides a mathematical notation key.

F0 estimation
An estimation of the fundamental frequency - f0 - is re-
quired in order to calculate the harmonic features. It can
be estimated by performing peak detection on the spec-
trum. A histogram of frequencies can then be constructed
that contains the differences between each peak and every
other peak. These frequencies can then be weighted using
some sort of scoring function. The scoring function used
here is the harmonic energy ratio. The peak frequencies in
the spectrum resulting from peak detection are used as the
main partials.

3.3 Visualisation
The system visualises the audio being generated by the
sound engine as a spherical structure with surface defor-
mations, where the brightness, shape, and texture of the
sphere are used to indicate different semantic descriptors of
the timbre.

Figure 2: Varying specular radius value.
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Table 1: Acoustic Timbre Features and Semantic Mappings
Acoustic Feature Mathematical Definition Suggested Semantic Mapping(s)

Spectral Centroid µ1(tm) =
∑K

k=1 fk · pk(tm) Brightness [1, 5, 2, 33]

Spectral spread is a

Spectral Spread µ2(tm) =
(∑K

k=1(fk − µ1(tm))2 · pk(tm)
)1/2

measure of the

spectrum bandwidth

Spectral Flatness SFM(tm) =
(
∏K

k=1 ak(tm))
1/K

1
K

∑K
k=1 ak(tm)

Texture [9, 2]

Texture [33]

Harmonic Energy Ratio HER(tm) = 1
E(tm)

∑H
h=1 a

2
h(tm) Texture granularity [9]

Inharmonicity inharm(tm) =
2

f0(tm)

∑H
h=1(fh(tm)−hf0(tm))a2h(tm)∑H

h=1 a
2
h(tm)

Texture repetitiveness [9]

Table 2: Mathematical notation key
Notation Definition
tm The audio signal within time window m
K The number of real-valued frequency bins
fk The centre frequency of bin k
ak The magnitude of energy in frequency bin k
pk The normalised magnitude of energy in bin k

ah
The magnitude of energy in the frequency
bin that contains frequency h

f0
An estimation of the fundamental frequency
of the signal

fh(tm)
The magnitude of the partial with
frequency closest to harmonic frequency h

.

Etm
The total energy in the spectrum at
time window m

Figure 3: Spherical vertex extrusion dependent on
azimuth position.

Figure 4: Spherical vertex extrusion dependent on
inclination position.

Figure 5: Spherical vertex extrusion dependent on
azimuth and inclination position.

Luminance / Brightness
The sphere is rendered using Blinn-Phong shading [3]. The
brightness of both specular and diffuse components can be

Figure 6: Perlin noise bump mapping with varying
amount.

Figure 7: Perlin noise bump mapping with varying
granularity.

controlled individually. A third parameter is the specular
radius (the radius of the specular highlight). Figure 2 shows
the affect of varying the specular radius value. A small
specular radius leads to local specular highlights, whereas a
large specular radius leads to widespread illumination.

Texture
The spherical structure consists of a spherical model and
makes use of a vertex extrusion shader, which extends the
vertices along their normals. The amount of deformation
per vertex is dependent on its spherical coordinates (az-
imuth and inclination position). Figures 3 and 4 show
the affect of varying the azimuth and inclination extrusion
amounts. Figure 5 shows the affect of varying both simulta-
neously. The frequency of deformation can also be altered
parametrically.

In addition to the vertex extrusion deformation, bump
mapping is implemented by perturbing the normal vectors
slightly, using a Perlin noise function. This noise function
has two parameters: the amount by which the normals are
perturbed and the granularity of the Perlin noise. This
bump mapping technique produces the impression of coarse
surface deformations on the sphere. Figures 6 and 7 show
the affect of changing the amount and granularity, respec-
tively.

3.4 Mappings
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Luminance / Brightness
As mentioned previously, multiple studies have found that
the spectral centroid provides a decent indication of the
brightness of a sound [1, 5, 23, 22]. Therefore, the spectral
centroid was used to drive the brightness in the visualisa-
tion. Additionally, the spectral spread is mapped to the
specular radius in the visualisation. This way, more broad-
band audio will produce more evenly dispersed lighting,
whereas narrow-band audio will produce particular high-
lights (figure 2).

Texture
The spectral flatness measure is mapped to the frequency
of inclination deformation in the vertex extrusion. The
amount of inclination deformation is controlled by the spec-
tral centroid. This means that noisier signals will produce
rougher deformations on the sphere, and this deformation
will be heightened when signals have a high centre of mass
of spectral energy. Links between texture roughness and
noisiness have been shown in [9] and [2].

The frequency of the azimuth deformation is controlled
by spectral centroid, and the azimuth amount is inversely
controlled by the spectral spread. This means that the fre-
quency of the azimuth deformation will be dependent on the
centre of mass of the spectrum, and the amplitude of this
deformation will be accentuated when the spectral energy
is centred around the mean.

The harmonic energy ratio is inversely mapped to the
bump mapping amount, meaning that audio with less har-
monic content will produce more pronounced deformations.
Harmonic energy distribution was linked to texture in [33].
The granularity of the bump mapping is controlled by in-
harmonicity, meaning that ‘out of tune’ audio will produce
more granular bump deformations (figure 7). Inharmonicity
has been linked to texture-repetitiveness in [9].

Mass / Volume
The overall deformation amount in the vertex extrusion is
controlled by the root-mean-square amplitude (RMS) of the
audio, multiplied by the spectral centroid. Thus, louder au-
dio will produce more pronounced deformations, with high
centre of mass in the spectrum emphasising these defor-
mations. A link between mass and spectral centroid was
suggested in [33].

3.5 Gestural Control of Synthesis Parameters
The user‘s hands are tracked and visualised in virtual 3D
space. The X, Y and Z distances between the hands are
tracked and used to control different parameters within the
Equator sound engine. The parameters that these distances
control can be varied, and depends on the configuration
of the sound engine for a given preset. The mapping of
these distances to different synthesis parameters is what
constitutes the creation of an exploration interface for a
given fixed architecture configuration of the sound engine.
In other words, the creation of a ‘simplified counterpart’
interface as discussed in section 2.2.2.

This paper focuses on the audio-visual mappings used in
the visualisation system which guides the gestural control.
The specific gesture-audio mappings constitute an area of
research in and of themselves and are an area of interest
for future research and experimentation. For a review of
gestural control of music see Cadoz et al. [4].

4. DISCUSSION
The motivation behind the development of this system was
the prevalence of textural, material and physical vocabu-

lary involved in the semantic description of timbre. The
intention was to make use of existing research into both
acoustic descriptors of timbre and semantic descriptors of
timbre in order to develop a novel interface for timbre ma-
nipulation. The interface was conceived as an extension
to an existing interface, which has an engineering-focused
parametric layout (the Equator synth from ROLI). This ex-
tension provides a perceptually motivated front end to the
sound engine, where, for example, ‘rough’ ‘bright’ sounds
are presented as rough bright objects.

In the context of existing interface design, as discussed in
section 2.2, this system has been designed in order to pro-
vide a performance-oriented interface. It was developed in
order to demonstrate a novel form of exploration of a fixed-
architecture parameter space, and the underlying timbre
space. Navigation of the parameter space is semantically-
driven, and involves parallel parameter control. It is guided
by semantically motivated visualisation of the audio. This
contrasts with the serial parameter-driven navigation af-
forded by the Equator interface.

Although this specific system makes use of a perceptu-
ally motivated timbre-visualisation framework for a perfor-
mance use-case, such a framework would be of benefit in
both sound design and search and retrieval use cases as
well. In sound design contexts, it would aid in bridging the
gap between task language and core language. In search
and retrieval contexts, it could be used to provide visual
reference points to assist in the orientation of a search.

5. CONCLUSIONS
This paper has introduced the problem of barriers to entry
in many commercial interfaces for timbre creation and ma-
nipulation due to engineering-focused interface design and
parametric layout. It has provided a concise review of some
existing research into common semantic descriptors of tim-
bre, and their corresponding acoustic timbre features. It has
also provided a discussion on existing interface design tech-
niques, in the context of three different user goals: sound
design, performance, and search and retrieval.

An example interface has been described which provides a
novel way to explore a synthesis parameter space in a perfor-
mance context, by making use of a perceptually motivated
timbre visualisation framework. The implementation of the
audio visualisation functionality has been described in de-
tail, with reference to existing research that motivated the
choice of mappings from timbre feature to visual feature.
Discussion has been given on how the perceptually moti-
vated timbre visualisation approach could be put to use in
the contexts of sound design and search and retrieval.

Future work could include in-depth evaluation of the in-
terface, and comparisons with other existing interfaces, par-
ticularly in the area of gestural control. The interface could
also be put to use in user-studies to investigate user prefer-
ence for different audio visual mappings and compare results
with existing research.
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