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ABSTRACT
Many digital interfaces for audio effects still resemble racks
and cases of their hardware counterparts. For instance,
DSP-algorithms are often adjusted via direct value input,
sliders, or knobs. While recent research has started to
experiment with the capabilities offered by modern inter-
faces, there are no examples for productive applications such
as audio-morphing. Audio-morphing as a special field of
DSP has a high complexity for the morph itself and for the
parametrization of the transition between two sources. We
propose a multi-touch enhanced interface for visual audio-
morphing. This interface visualizes the internal processing
and allows direct manipulation of the morphing parameters
in the visualization. Using multi-touch gestures to manipu-
late audio-morphing in a visual way, sound design and music
production becomes more unrestricted and creative.
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CCS Concepts
•Applied computing→ Sound and music computing;
•Human-centered computing → Gestural input; User
interface design;

1. INTRODUCTION
Audio-morphing by itself is a vague term [5]. Creating hy-
brid sounds from two sources as well as transitioning a
sound’s timbre from one to another are both often called
audio-morphing. For a clear distinction, we use the term
morphing to refer to a transition of the timbre over time.
The result of this process is called morph. Hybrids instead
are new sounds made from existing ones.

Audio-morphing is achieved using different approaches
[17, 3, 9, 13]. The most common way is to map partials.
However, this sequential mapping does not always yield the
most fluent morph. Partials are therefore mapped to the
nearest neighbour [16], to minimize the partial movements
across the frequencies. Remaining partials are interpolated
to phantom-partials with zero amplitude (so called Zero-
amplitude partials [16]), which are harmonics of the funda-
mental tone.
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Partials for hybrids and morphs are analyzed and manip-
ulated within the frequency-domain as well as resynthesized
afterwards. In addition, there are tools and papers concern-
ing generally visual manipulation of the frequency-domain
[4, 11] and the timbre design [6, 15]. Our research describes
a more comprehensible workflow for sound designers to cre-
atively manipulate and generate sounds.

In case of visual audio-morphing, interesting related work
has been described by Efros and Leung concerning texture
synthesis and completion [7]. Barnes et al. address guided
hole-filling algorithms for images [1].

In contrast, our work focuses on visually manipulating
partial mapping and interpolation. To this end, we devel-
oped a gesture set for touch input. Note that keeping track
of background-noise or structural morphing of images is out
of the scope of this paper.

2. VISUAL AUDIO-MORPHING
To morph a source A into a source B, three steps are re-
quired: detection, mapping, and interpolation of the par-
tials. Subsequently, a (re-)synthesization transforms back
to the time-domain. For audio-morphing, various para-
meters should be regarded. Our gesture set described in
section 2.2 is designed to interact with these parameters.
The use of multi-touch gestures led to novel interaction pos-
sibilities to shape a morph that we discuss in section 2.3.

2.1 Parameters
The interpolation parameters can be divided in the follow-
ing categories.

• General temporal aspects of the morph (section 2.1.1)

• Partial characteristics for interpolation (section 2.1.2)

• Registration of partials to each other (section 2.1.3)

The 10 parameters are shown in Figure 1 and referenced
in the following subsections via numbers in parentheses.

2.1.1 Temporal Aspects
The length of a morph is defined by the end of A and start
of B (see (1) in Figure 1). The amount of data (time of
a source), which is considered for the interpolation (2) is
important to preserve features such as tremolo and other
variations. At the same time, it suppresses possibly un-
wanted features such as attack and decay.

2.1.2 Partial Characteristics
Parameters concerning a partial besides magnitude and fre-
quency (3) are needed to perform a smooth transition from
a partial of A to a partial of B. So far, all variations over fre-
quency and time like magnitude alterations (4) and tremolo
(5) belong to the basic parameters. Moreover, a partial’s
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Figure 1: Basic parameters for audio-morphing. (1) transition time from A to B, (2) considered data to morph,

(3) magnitude, (4) magnitude alterations, (5) tremolo, (6) (band-)width and band border smoothness, (7) amount of

partials, (8) mapping of partials, (9) interpolation speed, (10) turning point of interpolation curve

bandwidth and band border behavior (e.g. smoothness) (6)
are discernible.

2.1.3 Registration
To register two sources A and B, the partials of both are
mapped to each other (8). The target for a smooth morph
is a partial ratio of 1 : 1 and for more creative, likewise noisy
morphing, it can have arbitrary partial ratios (n : m). Par-
tials with no mapping are interpolated to Zero-amplitude
partials [16], which are harmonics of the fundamental. The
mapping itself can be sequential, the nearest neighbour [16],
or any other function (e.g. A(x)→ B(2x) for skipping odd
partials of B). The interpolation along a spline-curve has
a turning point (10). The position and the tangent of the
turning point shapes the way of interpolation, whether it is
a steady or fast transition from A to B for instance.

2.2 Gesture Set
Wobbrock et al. conducted a user elicitation study for table-
top touch gestures [18, 12]. In the study, different tasks were
presented that should be solved using gestures. Thereby,
the most intuitive gestures were elicited from the study par-
ticipants. Afterwards, Wobbrock et al. composed a conflict-
free gesture set from the data. In this section, we use
the terminology and basic gesture set introduced by these
authors. Although the gesture set is verbalized for more
readability, it could be directly transformed into GeForMT
[10] syntax, a modern gesture formalization for multi-touch.
Our gesture set shown in Figure 2 is context-sensitive and
distinguishes between object manipulations and workspace
gestures. Local object gestures manipulate the object itself
(e.g. the source sound A) and global gestures affect the en-
tire workspace. Global gestures are one-hand-move (at least
3 fingers moving on the surface) for panning the workspace
(see (2) in Figure 2) and one-hand-splay (at least 3 finger
performing a pinch) for zooming the workspace. Moreover,
panning with one finger and pinching with two fingers per-
formed on an empty area of the workspace (1) pans and
zooms the workspace. In the following, the object gestures
for the parameters (see section 2.1) are discussed. Then,
gestures for multiple turning points are outlined.

2.2.1 Temporal Aspects
The position in time of the sources A and B are modified
with a one-finger-move (3), thereby increasing the duration
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Figure 2: Basic gestures. (1) workspace pan (empty

area), (2) workspace pan (everywhere), (3) position of

the sound, (4) trims the sound, (5) modifies the consid-

ered data, (6) enlarges the considered data-range with a

pinch, (7) freehand manipulation of (5) and (6) (on spe-

cific borderline), (8) selects partial, (9) one-finger posi-

tion of turning point, (10) two-finger position of turning

point and tangent’s slope).

of the morph. If the one-finger-move is performed at the
end of A or at the start of B (4), the sources are trimmed.
To select the considered data for the morphing (cf. section
2.1.1), a one-finger-move is performed on the top of the
specific border (5). In addition, a pinch enlarges the range
of the considered data (6). Furthermore, a one-finger-move
shapes the borders of the trimming and the considered data
freely, if the gesture does not start at the very top (7).

2.2.2 Partial Characteristics
Since all characteristics of the partials (see section 2.1.2)
are used for the interpolation of the transition, no gestures
are applied on these directly. The horizontal position of the
turning point determines when 50% of the interpolation is
done. Via a one-finger-move, the position of the turning
point is changed (9). A second finger modifies the slope of
the tangent (one-finger-hold + one-finger-move, comparable
with a two-finger-pinch) (10). By adjusting the tangent, the
way of interpolation is shaped significantly.

2.2.3 Registration
At first, a partial is selected with a tap at the partial’s end
point (8). Multiple partials are selected either with a lasso
gesture, with a one-finger-hold at the first one and tapping
at the others, or with a one-finger-hold at the first and a
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Figure 3: Gestures for fast manipulations of
multiple turning points. Selection of multiple
turning points and alignment between the touch
points (left), increasing the temporal intervals of
the aligned turning points (middle), asynchronous
change of the transition speed (slope of the tan-
gents) (right).

double-tap at the last to select all partials in between. Af-
terwards, a drag and drop registers the selected partials to
the corresponding partial of the other source. Alternatively,
a flick gesture automatically maps the selected partials (or
all, if none was selected) to the nearest-neighbour. If an
initial registration exists, the mapping follows that pattern.
For instance, to skip the odd partials P of source B: man-
ually add PA(0) → PB(0), PA(1) → PB(2), then flick to
automatically map PA(2) to PB(4) and so on.

Moreover, a double-tap on an interpolation line deletes
this particular registration and a double-tap on a partial
deletes all of its corresponding registrations.

2.2.4 Gestures for Multiple Turning Points
Multi-touch enhanced visual audio-morphing can increase
the speed of work significantly, because multiple turning
points can be manipulated at once. In the following, we
describe suitable gestures for that purpose.

The selection of multiple turning points is the same as
it is for the partial ending points (see section 2.2.3, same
meaning, same gesture). With a simultaneous long-tap at
the first and a long-tap at the last turning point, all turn-
ing points are aligned between the touch points. Also, the
alignment can be combined with the selection. Through a
one-finger-hold and a double-tap-hold all turning points are
selected and aligned at once (Figure 3, left). Furthermore,
the tangents are blended as well. For instance, given are
three tangents with slopes of 0◦, 8◦, and 30◦. After the
alignment, the second tangent in the middle is set to 15◦.

While moving the fingers, the temporal intervals of the
turning points are increased or decreased (Figure 3, middle).
Thereby, the interpolation center of the individual transi-
tions are either synchronous at one time, or asynchronous
ascending or descending respectively. Moreover, the posi-
tions and the tangents are manipulated at the same time
due to a bimanual gesture. Each hand uses two fingers to
define a polygon. The polygon can vary from a rectangle,
to a triangle, via a trapeze. The vertical positions align to
the polygon’s horizontal middle line and the tangents to the
polygon’s borders (Figure 3, right).

Figure 4: Temporal Flavours. Examples of different
border shape combinations.

2.3 Different Flavours of Morph
Based on our work towards directly manipulating morphs,
we identified novel possibilities to shape morphs in a vi-
sual way. We call the different possibilities flavours. Dif-
ferent flavours occur in particular through the mapping
(see sections 2.1.3 and 2.2.3) and the interactions, which
manipulate the turning points (see section 2.2.4). Every
combination of the mappings, the positions of the turn-
ing points, and tangent shapes are possible. The freely
manipulated borders of the temporal aspects (see section
2.2.1) have certain flavours as shown Figure 4. Different
frequency bands can have different morph times. For in-
stance, low and high partials remain original, while par-
tials in the mid are already interpolated (see Figure 4, left).
The mapping (e.g. 1 : 1 (each partial is mapped to only
one other), nearest neighbour, arbitrary n : m (each par-
tial is mapped to none or more)) goes best with nearest
neighbour, since beats are less likely to occur. If multi-
ple partial lines diverge or merge in case of arbitrary map-
pings, noticeable beats are generated. However, a deliber-
ate use of those beats can have an impressive effect. For
example, if PA(0) → PB(m − 1), PA(1) → PB(m − 2), ...,
PA(n − 1) → PB(0), then all partials melt into a center
frequency and emerge with a band limited noise again.

The partial’s interpolation center (turning point) can be
consecutively ascending, synchronous at the same time, or
consecutively descending (cf. Figure 5, upper left rows),
besides other noisier or random arrangements. The tan-
gent size affects the morph’s speed (cf. Figure 5, upper
left columns). Furthermore, the different interpolations can
have arbitrary morph speeds within the frequencies (cf. Fig-
ure 5, bottom left, see bimanual gesture in section 2.2.3).
Not all interpolations have to be aligned. Especially the
interpolation of the fundamental as the base frequency can
be treated differently than the other partials (cf. Figure
5, right). The fundamental’s transition is displaced tem-
porally and differed in speed. In this way, the timbre is
morphed earlier or later, and faster, or longer. For exam-
ple, the morphing of the timbre is already done, while the
fundamental remains the same (cf. temporal flavours).

2.4 Proof-of-Concept
A 27 inch touch monitor has been used to test the basic ges-
tures (see Figure 6). The implementation is written in C++
and is based on the libCinder framework [2]. If phantom-
partials (see section 1) are switched on, partials with no
mapping are interpolated to an even harmonic of the fun-
damental frequency. To transform back and forth between

Figure 5: Flavours of morph. Ascending and de-
scending with slow and fast morphs (upper left),
different morph speeds within the frequencies (bot-
tom left), displaced fundamental (right).
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Figure 6: Implementation: Gestures for applying manual mapping (left) and adjusting spline-curve (right)

the time-domain and the frequency-domain the Constant
Q-Transform [14] (CQT) is used. The CQT has a logarith-
mic spaced output for the frequency-domain in contrast to
the linear spaced frequencies of the pure FFT. Thereby, the
CQT’s output fits the perception of the frequencies more ac-
curately. Besides, for the equivalent results the CQT needs
smaller computation windows than the FFT with binning
(cf. uncertainty principle [8]).

3. CONCLUSIONS AND FUTURE WORK
Audio design using visual techniques is a long known re-
search field. However, highly evolved hardware as well as
algorithms are hardly addressed. Especially for effects such
as morphing with an high amount of parameters a visual
manipulation can be more efficient and comprehensible.

With the proposed gesture set based on Wobbrock et
al. [18] findings, an intuitive way for creative morphings
is achieved. Although an evaluation via user study is not
conducted yet for this special set. A first attempt with
subjects indicates a pleasurable handling of morphings in a
playful manner. Besides an evaluation of the whole gesture
set, the use-case of live performances should be considered
as well. At the moment the workflow only addresses studio
environments.

Performing image morphing [19] as an attempt for real
visual audio-morphing is a next step. Therefore algorithms
for structural image editing like PatchMatch [1] will be con-
sidered, because it suits the structure of the partials. In
future work, we will head toward novel effects and interac-
tions within the frequency-domain for productive and cre-
ative work.
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