




Figure 3: Image of a noti�cation as a result of uti-
lizing the Ambient Tempo Detection mode.

dance and interact with his audience and environment.

2.3 Technical Details
Mmmmm was developed for the Nokia N900 phone in

C/C++ utilizing the gtk, hildon, hildonfm, and gstreamer
APIs. The applications interface was developed with gtk
and the hildon library. This library enabled us to use spe-
cial widgets and user interface elements that were specifi-
cally designed for the mobile phone. These widgets provided
the appropriate sizing for buttons and sliders, so that the
interface would be comfortable to use on the touch screen of
the N900. Gstreamer was used to create two audio pipelines
that run on a separate thread to play two sounds simultane-
ously and manipulate their properties. This characteristic
enables the application to have low latency and be a ro-
bust sound player and mixer. The Nokia N900 features a
tri-axis accelerometer that can detect acceleration as well
as the earths acceleration due to gravity. To carry out the
recognition of gestures we used Grant Skinners gesture al-
gorithm. We recorded in a .txt file the recorded movement
from a user for a particular movement during a certain time
interval. (We recorded the users movement in a .txt file for
X seconds.) We did this for thirteen different users and 10
different movements. Each recorded movement from a user
had a sequence of X, Y, Z values that were read from the
accelerometer. The recorded values were then normalized
by determining the “-Y longest edge” of the movement they
represented and scaling the rough points “to fit” within a
predetermined area. An average for every X, Y, and Z value
between thirteen users was computed, and the results were
stored in another file, which was denominated “Pattern”.
The Pattern archive is in fact the training example, with
which we compared a new user input with. The users in-
put was compared against the 10 different patterns, i.e. ten
different movements. The users input is recognized as a
certain pattern when the difference between the users input
and the stored pattern input is the lowest in comparison
with the other presented gestures.

Although Mmmmm had ten different movements recog-
nized, for the application we only used 5, as to simplify
the memory load for the user. These gestures were: rolling,
tilting, pointing, hammering and sliding. The user activates
the recognition of gestures by pressing either the “A or “B
buttons. If the user presses the “A button, the gestures that
the user carries out will have an effect on the song that is
being played on the left track. If the user presses the “B
button, the effects will be seen on the right track.

To detect the “Ambient Tempo, computer vision and the
phone video camera are used. A video of the room is taken
and processed. Within the processing a classification pro-
cedure is made (this will be explained shortly). Using a
nearest neighbor approach the video that was taken, is clas-
sified and the phone suggests to the DJ the type of music
tempo that should be played. For the classification proce-

Figure 4: This image demonstrates how the public
and the DJ interact while using the application.

dure we quantified the amount of movement that existed in
the video frame, this was done through frame-differencing,
initially the red, green and blue components from each pixel
of the first and second image frame are extracted and then
the difference of the red, green, and blue values from each
of the pixels is obtained. All of the red, green and blue dif-
ferences are then summed together. For each two frames a
value that represents the overall color difference is obtained.
We believe this overall color difference maps how fast the
audience is dancing or how fast the lights are flashing in a
scene. We considered that for a certain range of movement
in a scene a certain tempo of music would be adequate;
therefore depending on the value that was found a music
tempo suggestion is given.

It is important to point out that it is expected that when
the DJ initiates the Ambient Tempo detection, he or she
keeps the phone stationary without any movement from the
DJ, i.e. the camera does not suffer any kind of displacement,
as this would affect the calculations. Another aspect that
was taken into account for this method, was that because
the size of each image frame obtained from the phone cam-
era was significantly large to reduce calculations a down
sampling of each of the frames was done.

3. CONCLUSIONS
This paper presented a new multi-modal mobile music

mixer, Mmmmm, which is controlled by five different inter-
active gestures as well as a touch screen; making it one of
the first music mixing applications to use embedded sen-
sors and a multi-modal interface on a mobile platform for
live DJing. Mmmmm proposes a novel solution for various
difficulties encountered while DJing, making the activity
much more enjoyable and interactive. Future work will in-
clude tests and evaluations of the Mmmmm application for
DJing; specifically focusing on the evaluation of the gesture
modality to provide an eyes free interface for DJing. Ad-
ditional types of gestures need to be recognized in order to
make a more natural mapping of hand movements into ap-
plication commands. A user study needs to be conducted to
evaluate the performance of the application under typical
DJing conditions and its effectiveness as a mobile mixing
application. Overall, our application achieved its goal of
enhancing the DJing experience with mobile devices, and
free the DJs eyes so that he or she can better interact and
understand his audience.
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