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ABSTRACT
Despite the near ubiquitous availability of interfaces for
spatial interaction, standard audio spatialisation technol-
ogy makes very little use of it. In fact, we find that audio
technology often impedes spatial interaction. In our work-
shop on music, space and interaction we thus developed the
idea of real-time panning whereby a moving sound source
is reproduced as a virtual source on a panning trajectory.
We define a series of application scenarios where we de-
scribe in detail what functionality is required to inform an
implementation. In our earlier work we showed that acous-
tic localisation potentially can provide a pervasive technique
for spatially interactive audio applications. Playing through
the application scenarios with acoustic localisation in mind
provides interesting approaches. For one scenario we show
an example implementation as proof of concept.
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1. INTRODUCTION
Spatial interactivity in interface design for musical expres-
sion has steadily gained importance over the last decades,
a fact to which numerous contributions to the NIME con-
ference bear witness [1, 2, 3, 4].

Applications which use spatial information to cue some
musical parameters range from applications to gesturaly di-
rect a virtual orchestra [5], or to controlling and process
sound files gesturaly [6], to sound walks using GPS [7]. In
earlier years, spatially interactive technologies have been
developed specifically with musical applications in mind.
The Theremin (1928) or Henry Schaefer’s Potentiomètre

d’Éspace (1951) are examples thereof. Today, often exist-
ing technologies are appropriated [8, 9], proprietary tech-
nologies originally developed for computer games, or data
gloves [10, 11]. They all have in common that they create
a relation between an aural event and a movement through
physical space, be it directly linked like in the Theremin or
abstracted as in the Locusstream Soundmap [12]

We find important to remember that this relation between
movement and sound is not new. In fact, all music is intrin-
sically spatial. If we define movement as displacement over
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Figure 1: Impressions from our Workshop on
Music, Space & Interaction [21, 22]

time in space, and if this movement is oscillating, it is just
a question of scale and medium if it is visible, audible - or
not. Spatiality in music is about how much importance is
given to its spatial aspect, and the role space is given within
a particular musical practice.1 It is not something that has
been brought to music through a new technological inven-
tion.[13, 14] This might sound tenuous from a traditional
software development point of view. However, the funda-
mental kinaesthetic element of sound-making, when musi-
cians actually cause the spatiality of sound, is the means of
expression we are working with in spatially interactive mu-
sic. Creative tool development on that notion of spatiality
demands a transdiciplinary approach [15], and an enquiry
into musical practices. Such tool development can then be
based on the notion of designing culture[16] and also on an
understanding of the importance of kinaesthesia in embod-
ied agency [17].

What is new, is that we can record, reproduce and syn-
thesize sound; map, track and measure movement in space
and with increasing speed and accuracy. We can abstract
sound from its original spatial source and reproduce it in
another location, and this nigh ubiquitously [18, 19, 20].

However, to come to our point, the situation in most mu-
sical practices is, that, despite the availability of all this new
technology and means to design it, spatial interaction in per-
formance situations is often impeded rather than helped by

1Depending on the musical practice, this can be both audi-
ble and visible: A pianist’s gestures are part of the perfor-
mance, even if the gesture is only part of making a sound
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the use of electronic audio technology. In 2013, to research
the affordances of existing- and explore the possibilities of
hypothetical technology we founded our Workshop on Mu-
sic, Space and Interaction (MS&I) at University of the Arts
Helsinki. It was instituted to explore the nature of spatial
musical interaction and how we use space in a practice of
free, interdisciplinary improvisation [23]. Our main interest
is in the use of technology, what it does, could do or does
not do for creative possibilities, using tools and methods
adopted from Participatory Design [24]. Focusing on the
musical and expressive applications rather than the imple-
mentation of a particular technology, we collectively explore
the question of what musical expression actually requires
from spatial interactivity, as this, in our opinion, should be
the driver behind its development.

Our early findings - partially documented in participants’
blog entries [25] show that the main concern with existing
mainstream spatial audio technology is that the kinaesthetic
experience of space is often lost in its technological transla-
tion. This has implications in a plethora of ways which, to
explore conclusively, goes beyond this article.

But the one major theme that recurred regularly in nearly
every session and what we would like to make the subject
of this article, is this: Looking at the uses of audio technol-
ogy available to professional end users, we recurrently felt
limited by the rigidity of loudspeaker layouts, and the lim-
ited ability to translate a performer’s motion through the
room musically while she or he is hooked up to the loud-
speakers, even if this hook up is wireless. The frustration
with this lack of flexibility led many participants, and at
more than one occasion, to ditch their laptops connected to
a state of the art surround sound system and pick up a sim-
ple object, like a wooden stick, for example. With respect
to spatial interactivity and as an interface for musical ex-
pression the humble wooden stick just simply had the edge
over the thousands of Euro worth of high-end equipment.

So the idea of spatialising a performer’s trajectory as a
virtual source on a multi-speaker system, what could possi-
bly be described as a real-time auto-pan, was thus floated
early on in the workshop. A variant of the same idea was
to record a moving sound source’s trajectory along with its
audio recording, thus allowing a spatialised reproduction in
real-time or at a later stage, or in another place.

We play through possible scenarios in detail and provide
proof of concept for a simple implementation for one sce-
nario using Acoustic Localisation techniques (AL), as our
earlier research into its possibilities for interactive audio
applications showed some promises in respect to scalabil-
ity, precision, and competitiveness in comparison to exist-
ing systems. [26, 27]. Despite AL’s relevance to the field,
for standard audio technology, only few applications exist
[28, 29, 30, 31].

The following section describes how we base our research
in musical practice, introduce application scenarios and af-
ter a summary on AL provides an overview on the exper-
imental layout for our first simple, proof of concept im-
plementation on which we base our discussion on what we
consider to be key aspects towards an implementation.

2. METHODS
We propose application scenarios for real-time spatialisa-
tions using AL technologies. We base the requirement for
these applications on early findings of our work in MS&I
where we adapted tools and methods developed for Partici-
patory Design [24] and Interdisciplinary Improvisation [23],
a method to enhance interdisciplinarity in the arts devel-
oped at Uniarts Helsinki since 2012

2.1 Music, Space & Interaction
We use the format of Interdisciplinary Improvisation ses-
sions, where free sessions are followed by reflective discus-
sions. Essentially we adapted Interdisciplinary Improvisa-
tion’s stance on expertise, whereby, although participants
are experts in their own field, to facilitate experimentation,
they are encouraged to gain experiences outside of their
own discipline. This allows to form common ground across
disciplines. Participatory Design [24] is a long established
design approach in, for example, software development in
the workspace. But it is surprisingly rarely used in creative
tool design. In a nutshell, the idea behind Participatory De-
sign is that a technology should be developed by its users.
In Participatory Design this idea is followed a lot more con-
sequently as for example in user centred design.

MS&I’s participants are professionals in music- compo-
sition and performance, dance, scenography, video, instal-
lation art, theatre, fine arts, architecture, game design, to
just name a few. The workshop is held on weekends (Friday-
Sunday) 3-4 times per term. To experience a place’s spa-
tiality we explore it for its particular sound, how our in-
struments sound differently depending from where we play
them, how the room sounds if we excite it as an acous-
tic instrument, how we experience the aural quality of the
space when moving through it and so on. We try to ap-
proach space as a sounding physical entity, as a found ob-
ject, as a technological extension of our body, in short, its
audio-kineasthetic potential for musical expression. Based
on these experiences we then explore how the technologies,
- some of which we bring in from our respective fields of
expertise, some of which we invent on the spot, could en-
hance, improve or facilitate aspects of the experience. The
data gained in MS&I is ethnographic. Every improvisation
session is followed by discussions where we make notes, set
out new experiments, compare experiences. Participants
are also encouraged to contribute to a blog [25].

2.2 Acoustic Localisation
AL is generally defined for localisation in the whole acoustic
frequency range, which includes infra- and ultra sound, We
are solely interested in the frequency range which can be
propagated and recorded with standard audio equipment,
say, roughly, from 20 Hz to 30 kHz. In the further text
the term AL refers to AL techniques using this frequency
band. AL is used here as this is the implementation we are
working on, but arguably any tracking device could be used
instead. What makes AL attractive, and why it is our first
choice, is that the application scenarios in question exist of
an arrangement of loudspeakers and microphones.

The particular technique in question is Time Difference of
Arrival (TDoA) For the Single Microphone Multiple Loud-
speaker (SMML) approach, a signal distributed via loud-
speakers is recorded on a microphone. From correlating the
original signal with the recorded signal we measure the time
delay. As the speed of sound through air is known a priori,
we can work out the distance between the source and the
microphone. In principle identical, but not in application,
is to work out the TDoA using multiple microphones and
an acoustic sound source not known a priori. We will call
this the Multi Microphone or MM approach. (See Figure 2)

For some scenarios it is possible to use the acoustic sig-
nal which is the content of an application as the measure-
ment signal. In some applications a dedicated measurement
signal can be used instead, under the condition that these
signals are not detrimental to the acoustic content of the ap-
plication i.e. they are masked or non audible. For this test
signal we used band-passed noise just above the frequency
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Figure 2: Time Difference of Arrival (TDoA). In a) TDoA
of a known signal is measured on a single microphone. In
b) TDoA of an unknown signal is measured on multiple

mirophones

range audible to the human ear, as standard audio equip-
ment generally reaches frequencies above it, sometimes up
to 30 kHz. It is a lot more convenient, however, if the con-
tent signal can be used directly for the measurement, the
reason being that the measurement can be made at no extra
cost, it is data already available wherever a microphone is
connected to a loudspeaker, or where a system has access
to more than one microphone. This generalisation presumes
that a distance measurement on its own is already enough
for spatialisation which, as we will show, in some scenarios
is in fact the case. Otherwise, generally, a spherical wave
model applies, thus 4 TDoA measurements are necessary to
conclusively trilaterate a position in 3D space.
With the view towards an implementation, a note here on
spatialisation principles: For our scenarios, Ambisonics or
Wavefront synthesis or Vector Based Amplitude Panning
(VBAP) [32] are in principle applicable. However, although
not explicitly a requirement on our scenarios we work with
the assumption that the implementation will use VBAP, for
sake of its simplicity and scalability, two or three loudspeak-
ers suffice, their positions can be arbitrary.

2.3 Experimental Set Up
For our first implementation as proof of concept, we wrote
a simple matlab script, using the Playrec library [33] which
allows non-blocking soundcard access and thus continuous
and simultaneous play and record. Newer versions of Mat-
lab could do this natively, however, playrec provides insight
into the sample by sample workings which was considered
helpful for research purposes.

The layout of the space where the experiments were con-
ducted is a 2.9 times 5.7 meter office space with a high
ceiling at 3 meters, see Figure 3 for details. The room had
been moderately acoustically treated and had a wideband
reverberation time of 0.38 Seconds. Eight loudspeakers of
type Meyer Sound MM4XP were spaced at 1.6 metres dis-
tance from each other squeezed to an oval inside a 4.6 x
2.5 right-angled rectangle at 1.5 metre height off the floor.
The loudspeakers are co-axial two-way loudspeakers with a
nominal frequency response from 135 Hz to 17 kHz ± 4dB.
We used bandlimited noise between 17 -18.5 kHz as test
signals. For the position of all loudspeakers see Figure 3.

The microphones used were of type AKG C417, and DPA
VO4099V. The rest of the equipment were AKG Percep-
tion wireless SR 45 receivers and PT 45 Analogue Band D
Senders for the microphones and a MOTU 16A sound card.
The processor running Matlab was an 11-inch, Mid 2011
MacBook Air, 1.6 GHz Intel Core i5, running OSX 10.8.5
The Matlab version was R2013a.

The set up was for 2D panning for demonstration pur-
poses only. Extending the current script to 3D panning is
trivial: The only prerequisite for 3 dimensionality is that
the loudspeakers are not all positioned on the same plane.

Figure 3: Loudspeaker Layout

2.4 Application Scenarios
We isolated four conceptual possibilities:

• Scenario 1: For traditional music practices: The sound
source is in another space than where it is reproduced,
e.g., stage, recording or broadcast studio.

• Scenario 2: The moving sound source to be reproduced
is in the same space as the audience,

• Scenario 3: a performer’s trajectory is reproduced in real-
time but the content is or was recorded elsewhere.

• Scenario 4: Both the moving sound source and the tra-
jectory were recorded separately and offline, the spatiali-
sation happens temporally removed.

We can then analyse which approach is a better fit for
SMML or MM and also why AL is a possible choice or not.
For scenarios 1 and 2, we presume that there is a moving
acoustic sound source, which is close-miked with a wireless
microphone. The loudspeakers are in fixed positions. For
scenario 3 and 4, the sound source is virtual, pre-recorded,
electronic, or produced elsewhere.

Scenario 3 is a special case, as the the sound source ar-
guably could have been, or can be, recorded as a close-miked
acoustic source, as in Scenarios 1 and 2, but it is not, or was
not moving along the trajectory in question when doing so.
This is also an exception to scenario 4, as even if the sound
is pre-produced, its trajectory is online and not predefined.

2.4.1 Two Spaces: Stage and Audience
We start with the scenario we are probably most familiar
with from most musical practices, where the moving sound
source is in another space than the audience, say on a stage,
or in a studio. In this scenario the loudspeakers distributing
the content are not in the performance area. An applica-
tion in the mainstream for this scenario is, for example,
to mirror the trajectories of musical performers on a stage
by panning, to match the aural experience with what the
audience experiences visually. The same principle applies
also for a broadcast situation, where the spatialisation is
reproduced in a place remote from the performance space
or stage, but spatialised as it was in the performance. In
this scenario, if the content signal is to be the measurement
signal, the MM approach is clearly at an advantage, as the
content signal is not necessarily distributed in the perfor-
mance area. If there are loudspeakers in the performance
area, a SMML approach might work if the content signal
can be used for localisation. To use a SMML approach here
with a distinct test signal will mean that the test signal has
to be masked sufficiently not to create any audible impact
on the content recording.

409



2.4.2 One Space: The Common
The moving sound source to be reproduced is in the same
space as the audience. This approach is possibly best de-
scribed as a real-time auto pan proper: A close-miked acous-
tic sound source produces a signal which is simultaneously
played back on the loudspeakers panned to its closest phan-
tom position.

Application areas for this approach could be for exam-
ple installation art, participant - performances, exhibitions,
public spaces, art-museum, festival commons or similar. To
get this to work one way or other would indeed benefit a
large community of artists and musicians.

2.4.3 Virtual Sound Source
The trajectory is reproduced in real-time but the content is
recorded elsewhere or was pre-recorded This approach is of
interest for many applications in electronic music, where the
moving sound source might not actually be acoustic, (Lap-
top performance, electronic instruments, mobile phones, or
similar) but also for interactive sound installations where
the position of participants carrying a microphone as a sen-
sor triggers certain events, or where a trajectory creates
narrative meaning to musical content. It is a way to map
offline content in real-time to an online, or a live trajectory
in space. The trajectory is not known a priori If SMML is
used, the applicability depends on the successful masking
of the measurement signal - a distinct measurement sig-
nal is necessary as there is no close-miked acoustic sound
source: Performers need to carry a microphone for position-
ing purposes only. Which would also be necessary for a MM
approach. We implemented an approach based on simple
distance readings as a proof of concept for this scenario, for
the performance of the interactive piece Leluhelikvartetti, a
Hommage à Stockhausen. (See Appendix B)

2.4.4 Track and Sound Temporally Separated
The moving sound source is spatially and temporally re-
moved. In this scenario the same set of loudspeakers can be
used. As the reproduction happens later than the recording
of the trajectory, corrections are possible. Further, here it
is possible, to record a trajectory separately and then apply
it to a sound recorded elsewhere. The test signal could ar-
guably be audible noise, as long as the performer recording
the trajectory is happy with it. This approach is a bit like
using motion capture in video animation: a trajectory is
recorded, and then content mapped to it. In fact, this sce-
nario, if a performer is equipped with many microphones,
the recorded track could be used even as an equivalent to
motion tracking

3. RESULTS AND DISCUSSION
We base our discussion of the application scenarios on the
results from our test implementation, providing us with
something tangible to theorise with. For demonstration
purposes we split the tracking process into a two step se-
quence, first recording the trajectory and then reproducing
it. The script in question can be modified to do both things
in the same process, but it would be difficult to compare
the original and the reproduced trajectory if it was to be
observed at the same time:

We made a recording with a stereo microphone placed in
the middle of the room, while moving along the trajectory
with a close-miked live sound source. (See appendix A)This
source’s trajectory was reproduced using the Playrec script
in Matlab, and recorded again with the same stereo micro-
phone for comparison. The accuracy of the angles are best
compared by a listening test in Appendix A. Figure 4 shows

the localization results. The top row shows the azimuth an-
gle in radians in relation to the loudspeaker positions over
the same time span.

Our prototype works on the principle that we know which
single loudspeaker is the closest based on the fact that we
receive a signal. So actual panning is possible only in hind-
sight. During a trajectory, once a new loudspeaker is within
reach, the distance between the newest and the last mea-
surement can be calculated and an interpolation between
the 2 points effected. Potentially, the system is constantly
playing catch with the newest measurement and lag is un-
avoidable. With an increasing number of loudspeakers this
can be improved. The algorithm which allows for a smooth
transition between the loudspeakers thus causes a delay.
The new position has to be reached before an interpolation
is possible.

This is certainly not fast enough to control percussive in-
struments, but to spatialise an instrumentalist’s trajectory
across a stage, is within the margins we find acceptable.
The latency of the distance measurement, however, albeit
not used yet for any functionality, has no perceptible la-
tency, and is defined by the systems buffer length only.

However, a localisation based on trilateration of distance
measurements from more than one loudspeaker would clearly
be significantly faster, as no interpolation on hindsight is
necessary. The question of course is, why did we not apply
this latter approach? - The nature of the test signal impacts
on what is possible.

3.1 Distinct Test-Signal: Implications
In a SMML approach, we send uncorrelated signals to every
loudspeaker. Then we measure the correlation between the
original signal and the signal on the loudspeaker in ques-
tion. Consequently, the measurement signal also contains
the 7 signals sent to the other loudspeakers, effectively be-
ing noise. Based on these observation, we assume that we
look at a systemic problem which needs a lot more inves-
tigation: Is it sensible to use test signals at all when they
effectively add noise to an audio application? Would a MM
approach not provide better results? What can be achieved
with a multi frequency-band approach whereby the test sig-
nal would be split in a separate band per loudspeaker?

Using high frequency noise at the hearing threshold brings
another limitation with it: In our previous research we
stress that (theoretically) AL has the advantage over opti-
cal tracking in not needing line of sight between the tracked
receiver and the test signal sender. However, the frequency
bands we tested all have similar limitations as the diffrac-
tion of sound waves around objects requires the diffracted
soundwave to be longer than the object it diffracts about.
The frequencies between 17 kHz to 20 kHz are just up to
2 cm long. In line with this, our observations showed that
we still get readings if we interfere the line of sight with a
hand, but we lose the signal if we move our body between it.
Arguably this is a better result than what can be achieved
with optical tracking, particularly as this also works in the
dark, but it is hardly the ultimate solution to line of sight
issues in tracking technology.

3.2 Impact on Application Scenarios
Although we are aware that our test application is only
a first small step towards an implementation, we also see
many possibilities in precisely the approach taken due to
its simplicity: We clearly see uses, for example, to provide
panning trajectories for laptop performers. Also, as the
trajectories can be stored as azimuth angles (over time) to
a known origin, they can be reproduced with any arbitrary
layout of loudspeakers, using VBAP, and also in 3D. To
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Figure 4: a) Azimuth of reproduced trajectory b) close-miked moving sound source c) Stereo recording over time in seconds.

Figure 5: Azimuth of
trajectory, polar, in degrees,

radius in metres

Figure 6: Leluhelikvratetti,
Music Centre Helsinki Nov

2015 [34]

compare the layout with a trajectory, see Figures 3 and 5.
An implementation for the use in the common scenario

clearly needs more work, line of sight issues, as well as the
test signal’s impact on the content signal makes SMML a
questionable choice: If we use the content signal as the mea-
surement signal here, we will end up in an interesting situ-
ation: As we want the test signal to go to all loudspeakers,
the content signal however panned to one location, in case
of VBAP we would be hearing at most 3 but possibly 2 or
simply one loudspeaker, the process would hence decide on
one loudspeaker and not localise any further until we send
the content signal again to all loudspeakers. Although we
see potential uses for self calibration of sound sources to a
fixed or temporary nearest loudspeaker, for panning of a
moving sound source we see limitations. To use SMML us-
ing a distinct test signal is therefore the better option, as
long as it does not impact on the content signal.

We believe, for many applications but particularly for our
first scenario, a MM approach to be fruitful. A major ad-
vantage of the MM approach is also the fact that the content
does not need to be delayed by any buffering in the process-
ing, the content signal does not need to be known a priori.

In view of using VBAP for these spatialisations, it is note-
worthy that the positions obtained by AL contain in fact
more information than is needed: VBAP reproduces, even
in its 3D implementation, a projection onto a sphere of a

virtual sound source, expressing an angle. our trilaterated
positions also contain depth information which could possi-
bly be encoded in our reproduction, one way or other.

3.3 Leluhelikvartetti: A Pilot Project
A very similar script is behind Leluhelikvartetti, hommage à
Stockhasuen (Appendix B) wherein the Free Improvisation
String Quartet’s close-miked playing is spatialised via four
toy-helicopters carrying wireless microphones, flying around
8 near coincident radially outwards facing loudspeakers. (See
Figure 6) As the whirring sound of the helicopters is part of
the sonic texture of the piece, the test signal is masked and
can be used without negative impact. The radial arrange-
ment of the loudspeakers also mean that there is practically
no conflicting information as to which loudspeaker is the
closest one.

4. CONCLUSIONS, FUTURE WORK
Our results show conclusively that an approach to spatial-
isation using a SMML approach is applicable in practice,
even when only distance estimates, and no trilaterated po-
sitions are available. The latency incurred by the smooth-
ing algorithms were not detrimental to the listener experi-
ence. For a future implementation, based on the application
scenarios discussed, lower latencies should be achievable
with pulsed signal- and or multiple bandwidth approach
for the SMML approach. We have not explored multiple
microphone approaches yet, nor the possibilities the dis-
tance readings can provide for depth simulation particu-
larly in the approach we used for the proof of concept. The
distance measurements could be interpreted as attenuation
over distance for example, or considerations as to how dis-
tance could be used as a parameter for reverberation or even
simulation of first reflections could be of interest.

The Matlab Playrec scripts, form part of this publica-
tion (Appendix C), and other researchers are encouraged
to further develop or rewrite the scripts provided: Matlab
is being used for its convenience as a prototyping platform
only, and implementation in a more musician friendly plat-
form will find a community which has been waiting for this
for some time.
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