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ABSTRACT
In this paper, we contribute to the discussion on how to best design human-centric MIR tools for live audio mixing by bridging the gap between research on complex systems, the psychology of automation and the design of tools that support creativity in music production. We present the design of the Channel-AI, an embedded AI system which performs instrument recognition and generates parameter settings suggestions for gain levels, gating, compression and equalization which are specific to the input signal and the instrument type. We discuss what we believe to be the key design principles and perspectives on the making of intelligent tools for creativity and for experts in the loop. We demonstrate how these principles have been applied to inform the design of the interaction between expert live audio mixing engineers with the Channel-AI (i.e., a corpus of AI features embedded in the Midas HD Console). We report the findings from a preliminary evaluation we conducted with three professional mixing engineers and reflect on mixing engineers' comments about the Channel-AI on social media.
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CCS Concepts
- Applied computing → Sound and music computing;
- Information systems → Music retrieval; Human-centered computing → Interactive systems and tools;

1. INTRODUCTION
Intelligent automated systems are no longer a utopian vision of the future, but rather our new reality. In a world where algorithmic intelligence is rapidly penetrating all areas of our life, humans are often left to wonder about their role in this emerging ecosystem. This is particularly relevant when AI technologies are deployed in products designed to automate tasks that were previously carried out primarily by human experts and require the utilisation of creativity, intuition and subjective judgement as in disciplines related to creative design. Creativity is often thought to be a distinct feature of human intelligence, e.g., painting, writing, music and architecture. Because of the inherent subjectivity involved in these creative activities, AI tools that aim to automate these processes are often received with a degree of skepticism by the target users, i.e., designers and artists. According to the literature, the skepticism stems primarily from the following factors: i) practitioners' fear of being replaced by these new tools [1], [2], ii) a sense of doubt that a machine can perform as well as a trained human on subjective tasks, [3]–[5], and iii) distrust of AI recommendations resulting from the lack of understanding of the underlying reasoning that underpins the models' outputs, [6]–[8].

This creates a considerable challenge for designers and developers of AI technologies for creative applications. Since, they have to overcome three major obstacles, i.e., develop AI tools that will be able to match the performance of expert creative practitioners, design tools that seamlessly blend in existing workflows of the practitioners and identify interaction models that will cultivate trust. All of these factors are critical in the success of the system in the marketplace as well as the acceptance by the end user. In this paper, we discuss the conceptual framework which we have appropriated in order to deal with the aforementioned issues. We highlight these issues drawing on a series of practical examples from our experience in developing AI features for assisting live audio mixing engineers, and through reflection on mixing engineers’ feedback about the Channel-AI from interviews and comments posted on social media. Furthermore, we present the design of the Channel-AI (a corpus of embedded AI features of the HD audio mixing console). Finally, through engagement with relevant literature we discuss the design principles which we apply to validate our design choices and understand where we stand in terms of level of automation, trust calibration and feedback provision.

2. BACKGROUND & PREVIOUS WORK
Advances in machine learning techniques have led to the development of creative systems that offer higher levels of automation for music creation, production and consumption. These changes are redefining the relationship between audio practitioners and creative systems. While prior to the machine learning era, creative systems were viewed as passive tools the intervention of machine learning, content analysis and processing capabilities are increasingly shifting our perception of these tools from being passive to being active. These changes have led human perceive creative systems more like collaborators capable of analyzing, interpreting the underlying structure of sound and music and provide suggestions as well as implement creative solutions.

In the context of music creation, a number of new tools have been developed that offer the aforementioned capabilities. For instance, Folk-rnn is a corpus of statistical models for algorithmic composition that utilises machine learning approaches to generate variations of input note sequences [9]. There is a growing interest in the application of machine learning for music creation and processing [10], [11] and the industry has begun to engage in research and development activities related to this area, e.g., Magenta at Google and CTRL (Creator Technology Research Lab) at Spotify. Similarly, in the context of music production many tools are available in the marketplace.
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that utilise machine learning for computer assisted audio processing: iZotope’s Neutron a system for audio mixing that utilises machine learning for instrument recognition. Sonible’s Smart EQ performs audio analysis and generates custom equalisation curves to achieve tonal balance. LANDR, CloudBounce are both cloud based mastering services that aim to automate decisions that traditionally were made by a mastering engineer by utilising machine learning to control signal processing parameters of various DSP processes. 

Online services for music mastering have been extensively criticized [12]–[14]. In our opinion these negative reactions derive primarily from the failure to address the aforementioned design and performance challenges. For instance, LANDR has been criticised of trying to replace human labor rather than to augment it [14]. LANDR would have received less criticism if its design supported existing mastering engineering workflows and assisted users to achieve well mastered track while the process through which the mastering was achieved was more transparent. A more transparent approach in the case of LANDR would be to expose the parameters of the digital processing chain used for mastering the music tracks to the users and allow users to override the recommended parameters until they are satisfied with the results. The criticism directed towards LANDR from both mastering engineers and the research community confirms that a more human centric approach to the design of ML tools is needed. We need to design considerate creative systems that leverage both human creativity and listening skills rather than precludes them.

The shift in the paradigm from content agnostic to content aware creative systems which offer higher automation has raised several important questions. First, how to best approach the design and evaluation of such creative systems from an engineering perspective. Second, how to best design the interaction between the user and the intelligent audio or music software in order to foster creativity, trust and maintain the human in the loop by encouraging co-exploration and co-creation [15]. Third, how to approach the evaluation of the output of the system as this relate to computational creativity. The research presented in this paper engages primarily with the first two questions. We propose two frameworks that are considerate of the human in the loop paradigm and help MIR system developers and designers guide the development process.

3. PROBLEM DEFINITION
We have identified four main application domains in which users are likely to utilise the Channel-AI: music concerts, broadcasting, theatre and church. In the context of live sound there is zero tolerance for errors. This is due to fact that an error, could potentially damage the reputation of the mixing engineers involved in a live event, but also due to the health and safety issue that could arise from violating loudness specifications and compliance standards. Moreover, the mixing consoles in which the AI tools are embedded, are often used in very high-profile venues were the stakes are high for the engineers, the organisers and the artists. Hence, users are very quality conscious and conservative in incorporating new tools in their workflow. Moreover, the users are domain experts and have invested a lot of time to master the tools they use; hence they can be dismissive of a tool that could perform the task they have invested so many years to master. Additionally, they have well established workflows and are reluctant to changing their current practices. Below follow comments by mixing engineers we collated from Facebook and Twitter that highlight this problem:

"Just saw the AI thing. What a waste of R&D. You are allowing the console to do my job based on what? This sh**t does not belong in a pro-desk. Can’t we use our costly R&D on important things we have to deal with everyday that may make the console even more useful. I personally don’t know anyone that spends $35K and up on a console and uses EQ suggestions from the console.”

A comment by another mixing engineer: “All this AI thing is going to do is produce a crap of lousy engineers who have no idea how to achieve a desired result, or indeed, know if the AI results actually sounds good, preferring to simply BELIEVE that it does since the AI said so. Intentionally or not, this will further cut the ears out of the equation.”

“Has anyone involved in the AI design actually mixed a few thousand shows?”

As the comments above suggest, some people have a negative predisposition against automation before they even try the technology and the assistance these tools can provide. These comments could be attributed to the reluctance to accept the concept that computers can be creative and produce results that are comparable to that of a professional audio practitioner. However, we also received many positive comments, which actually suggest that other mixing engineers are keen to embrace automation:

“Pro touring guy here...pretty excited for the AI. It can intelligently gate a vocal and reduce bleed. When I tried this on the Midas HD console and it worked I was so happy.”

Another engineer said: “This is the stuff of dreams for engineers walking up to a board with a 3-minute soundcheck.”

“This is the new channel presets library that most other consoles offer - except this is dynamic and learning and adaptive.”

Furthermore, there is a strong element of subjectivity in the practice and preferences of each individual mixing engineer (e.g. some might set trim levels very loud while others prefer to allow a lot of headroom, these decisions might also be genre depended). Hence if the AI outputs diverge from their current practices, automated systems such as the Channel-AI could easily be dismissed. These creates considerable interaction design challenges for the adoption of intelligent automated systems, since they should be carefully designed so that they can co-exist harmoniously with the existing user workflows, without getting in the way. It is critical to provide the right level of automation and feedback, so that experienced users maintain control over the process and the audio output. In the following two sections, we will present the Channel-AI and discuss the design framework that we have been using to make sure we are not violating these requirements.

4. SYSTEM ARCHITECTURE
The Channel-AI is an evolving corpus of embedded AI features that live alongside the existing software and hardware of the Midas HD console. The Channel-AI aims to support mixing engineers’ workflow by offering a number of unique MIR features including: i) instrument recognition, ii) provision of adaptive settings for audio levels, equalisation, gating, and dynamics processing. Figure 1, provides an overview of the system architecture. The Channel-AI can be invoked by the user only when needed. Users decide when they want to capture an audio buffer. Feature extraction is performed on the audio buffer. The data extracted is fed into a classifier which returns the detected instrument. The system provides feedback regarding the quality of the sampled buffer, i.e. source vs spill and also indicate the level of confidence regarding the detected instrument class. The user is required to select whether to accept the classifiers
output or not. Up to four buffers can be captured, invoked and deleted by the user per audio channel. A series of adaptive ‘presets’ (i.e. signal aware suggestions of parameter values) for trim, phase, eq, compressor and gate are returned taking into consideration the instrument type and analysis data of the captured audio signal. The mixing engineer can audition each preset and select which ones they wish to apply. Preset values can be overridden by the user. An Auto-Setup functionality is also provided that allows to apply all recommended audio presets on a channel at once. For a video demonstrating the different functions of the system please see 1.
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Figure 1. Block diagram shows an overview of the system architecture.

5. DESIGN FRAMEWORK

Given that our tools are to be used mainly by highly skilled mixing engineers, we consider of paramount importance that the human-machine cooperation is balanced in terms of the level of user control, type and level of automation. After reviewing a large body of literature related to human AI interaction and automation, a set of principles were collated and applied to guide the design of the Channel-AI and ensure that the models of interaction adopted mitigate the following risks which the authors believe could impede the adoption and utilisation of the system:

- Automation making undesired, suboptimal, and non-rectifiable decisions.
- Removing engineers’ authority and control to do their jobs in the best way they see fit.
- Forcing users to radically change existing workflows.

According to the literature, human-machine cooperation must be carefully designed to allow mutual responsibility, authority and autonomy [16]. A growing body of literature suggests that trust is an important component to enable two agents to co-operate effectively [17]–[21] this is true for both human-human and human-AI collaboration. Moreover, trust calibration, i.e. the degree to which a person trusts another agent is also an extremely important variable that should be taken into account when designing human-AI interaction. A mismatch between the system capabilities and the users’ level of trust can lead to under-trusting or over-trusting the system. According to [17], inappropriate reliance on a system can lead to problems. For instance, if the trust exceeds the capabilities of the automated system it can lead to misuse, i.e. delegate tasks that the system is not able to perform. While when trust is lower that the capabilities of the system it can lead to disuse, i.e. underutilisation of the features of the system. According to the literature other important factors for developing trust between the user and the system include feedback provision, indication of how confident the system is about the validity of its outputs [22], users’ understanding of how an AI reaches a particular conclusion and why it has reached it. The provision of appropriate feedback is important to facilitate user understanding, to provide justification and enable user control [23].

To understand where the Channel-AI stands in terms of human-machine cooperation and help our team identify risks and plan future system development, we performed a system analysis using the stage model suggested by [24]. The model consists of four functions that can be performed by either a human or an intelligent automation system, these are: i) Information Acquisition, ii) Information Analysis, iii) Decision and Action Selection, and iv) Action Implementation. Most complex MIR systems consist of many layers and each layer can exhibit different levels of automation, ranging from: No Automation to Complete Automation [25]. We combined models suggested by [24], [25] to analyse what level and type of automation each of the different components of the Channel-AI, as shown in Table 1. Below follows a set of examples that demonstrates how the different levels of automation apply to the interaction between an audio mixing engineering and the automated features offered by the Channel-AI.

0. **No Automation:** the mixing engineer is completely in control of the console and the AI system does not interfere in decision making. For instance, deciding when to take an audio buffer for analysis or applying the adaptive presets can only be triggered by the user.

1. **Assistance:** the mixing engineer is in control of the creative system, but the system can control some parameters such as reduce gain levels if the audio repeatedly exceeds 0 dB.

2. **Partial Automation:** the mixing engineer needs to take over control only when corrections are needed. The AI classifies an instrument under one of the categories. The mixing engineer needs to monitor if the instrument has been classified correctly and correct the classifier label if it is incorrect.

3. **Conditional Automation:** the AI is completely in control given that certain conditions are met. When the instrument has been correctly classified, there is no need for the mixing engineer to intervene. The AI prompts the mixing engineer to intervene only when required; i.e. either when the AI cannot recognize the instrument, or the classifiers confidence measures are low indicating potentially erroneous classification.

4. **High Automation:** the AI is in complete control and the mixing engineer is not needed, but the AI can abort certain function under specific conditions; e.g. the AI has been set up to apply a particular corrective preset such as apply compression make up gain equal to the gain reduction resulting by the threshold and ratio of
the compressors. The AI should decide whether the make-up gain should be aborted or set to lower level if it is going to cause the signal to distort.

5. **Total Automation**: AI makes all decisions and no input by the mixing engineer is needed. For instance, the AI based on the analysis of the input signal that has been captured decides the setting of the input signal, the user can’t intervene in this decision, except for overriding the value retrospectively.

Additionally, to aid the interaction design process of the AI-System, we identified a set of design principles (derived from, see [26]) and applied them to further optimise the human-AI interaction and evaluate our current design. A total of 18 design principles are proposed by [26], these are grouped into 4 categories: Initial; During Interaction; When Wrong; Over Time. We only utilized the first 11 principles since the remaining seven principles apply only to AI systems that implement interactive machine learning techniques such as reinforcement learning. We utilised these principles to ensure appropriate trust calibration (principles 1, 2, 5), feedback provision (principles 3, 4), maximisation of user control and minimisation of disruption to current workflows (principles 6-11). Using these principles at both the conceptualisation and evaluation phases has proven very rewarding since it led to a major redesign of the interface and the workflow, a more detailed explanation of the principles used and how they map to the user interface, see Figure 2.

<table>
<thead>
<tr>
<th>Automation Levels and Interactions</th>
<th>Info Acquisition</th>
<th>Info Analysis</th>
<th>Decision Selection</th>
<th>Action Implementation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0 - Channel Selection</td>
<td>3 - Instrument Detection</td>
<td>0 - Profile Selection</td>
<td>0 - Name Channel</td>
</tr>
<tr>
<td></td>
<td>0 - Profile Creation</td>
<td>3 - Audio Analysis</td>
<td>0 - Profile Retention</td>
<td>0 - Invoke Auto-setup</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5 - Feature Extraction</td>
<td>3 - Channel Name</td>
<td>0 - Audition Settings</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5 - Noise Detection</td>
<td>3 - Setting Generation</td>
<td>0 - Apply Settings</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5 - Quality Assessment</td>
<td>3 - Setting Selection</td>
<td>0 - Override Settings</td>
</tr>
</tbody>
</table>

### Table 1. System analysis showing different levels of automation of the Channel-AI features across the four functions.

<table>
<thead>
<tr>
<th>AI Capabilities</th>
<th>Bayesian Inference</th>
<th>Instrument Detection</th>
<th>Unsupervised Audio Analysis</th>
<th>Settings Generation</th>
<th>Channels Comparison</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>0 = No Automation, 3 = Conditional Automation, 5 = Total Automation</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

#### Figure 2. Design guidelines applied to the Channel AI.

6. **INTERVIEWS WITH PROFESSIONAL MIXING ENGINEERS**

We report on interviews held with three professional audio mixing engineers to analyse how the Channel-AI influences their workflow and discuss the feedback we received on this version of the software tool.

**6.1 Interview setup**

**6.1.1 Participants**

We held individual interviews with three high profile live mixing engineers. One participant had experience with an earlier version of the Channel-AI that was being tested, while the other two had no previous experience. We aimed to gather feedback on the effectiveness of the adaptive preset suggestions for Gain levels, Compression, Gating and Equalisation and obtain insights on the
influence of the MIR tool on the participants’ workflow. We also hoped to collect information on ways to improve the current implementation of the AI-System.

6.1.2 Study Design
Each mixing engineer was given a demonstration of all of the features of the Channel-AI. During the demonstration we ensured that the participants understood the functionality of the features and answered any questions they may had in relation to functionality of the system. The engineers had been instructed prior to the interview to bring with them a multitrack recording they had recently mixed and felt comfortable with. We believe that asking the participants to test the Channel-AI using multitrack recordings of a song that they are familiar with, and consequently have a reference point of the setting configuration they had already applied, would be better from an ecological validity point of view, rather than asking them to mix a multitrack recording they never heard before. After the demonstration of the system, the engineer was instructed to mix the multitrack recordings utilising the functions of the Channel-AI. Interviewees were told that they could diverge if they wanted from the system suggestions and that they could take as long as they needed until they achieved a satisfactory mix. After the mixing session, a semi-structured interview was conducted to elicit information regarding the engineers’ experience of the interaction with the system and receive feedback on the workflow and the parameter settings suggestions offered by the adaptive presets. Finally, they were asked to make suggestions for improvement of current functionality and propose other features that would be useful.

6.1.3 Findings
Regarding the integration of the Channel-AI on existing user workflows, participants seemed to value the capabilities offered by the system but two out of three felt that the workflow imposed by the current system could become much faster if instead of sampling and analysing each channel separately a bulk analysis and set-up function was available. Regarding the Auto-setup function, which applies Gain, EQ, Gate and Compression settings with a single touch of a button, one engineer suggested that it would be useful to have a configuration page that allows the engineer to decide which settings and DSP processes to apply and which ones not to apply, e.g. configure the system so that it applies settings only for audio equalisation and gating. The engineer made this suggestion on the basis that he does not use compression to tame the dynamics of the sound, but he only uses dynamics processing as a limiter, i.e. to make sure the signal does not clip under any circumstances. Currently the Channel-AI provides several presets for each channel, e.g. on average the system returns five equalisation settings suggestions per channel. One of the participants thought that this could potentially increase set up time, because out of curiosity he will need to listen to each adaptive preset. However, a more optimistic view regarding the presets which another participant expressed, is that more setting configurations could be evaluated per instrument that would have been possible through manual adjustment.

Regarding suggestions of gain levels, we found that there are two divergent views on how mixing engineers approach this step. The system at the time we performed this study would suggest setting the gain of the input signal close but below 0dB. A common approach is to set all faders on the console to 0dB and then adjust the trim levels until the instrument is loud enough in the mix (i.e. performing gain staging from the trim, pre-fader). The second approach involves adjusting the gain level to get the loudest possible signal while avoiding clipping and then proceed with the mix by adjusting the levels using the faders. One of the engineers who follows the first approach (i.e. setting all faders at around 0dB) thought that the gain was set to a high level for the way he works. The other two though that the gain levels were good. One of the participants correctly suggested that the levels should be adjusted based on loudness and not on based on the RMS or decibel scales of the input signal. In more recent releases of the software, gain levels are adjusted based on the equal loudness measures. We also found that there were differences in the approach to adjusting the levels between front of house engineers and monitor engineers, with monitor engineers be more inclined to use the first approach in order to provide consistency to the level of the musicians on stage.

Gate settings were considered to be very effective at dealing with spill, i.e. the phenomenon whereby sound is picked up by a microphone from a source other than the main instrument. The only suggestion for improvement we received from the engineers was that the release parameter of the gate was consistently set too short which sounded unnatural as it trimmed natural resonances of the signal. Engineers also thought that compression settings and equalisation setting were appropriate, except from one of the interviewees who does not apply make-up gain since he does not use dynamics processing to reduce the dynamic range of the signal. Regarding the EQ suggestions, two of the engineers said that the recommended settings sounded interesting although in some instances they would not have thought of setting the EQ frequencies and gains this way.

Although we received very few negative comments regarding the performance of the system and the adaptive presets, there were a few interesting outcomes. First, we found that despite the few negative comments which we received, the engineers who participated in the study seemed to be sceptical when asked if they would use the system. Our understanding is that scepticism stems primarily from conservatism. For instance, one of the participants said he would not use the adaptive presets as he stated: “I have my ways of doing things, but the kids will love it”. Second, we realised that it can be difficult to conduct rigorous and structured testing session with expert mixing engineers as they seem to prefer to guide the exploration. Also, it is very important to explain the purpose and context of use of the features which are being tested thoroughly in order to avoid misunderstandings that can waste both the participants’ and the researchers’ time. For instance, when we asked our beta tester to test some of the new features we had added to the console in-situ (in the field), they ended up using the technology in ways that was not designed for and the results of the testing session was uninformative. All of the engineers seemed to agree that speed is key to the work they do, and they would not be interested to use a technology that would slow them down. They would prefer higher level of automation that they can trust than having to review many options. Additionally, we noted that many of the new feature requests which we received by the participants were related to usability and user experience.

7. CONCLUSIONS
The best approach to the design and evaluation of human-centric AI for expert users is an open question for debate. While research communities such as music informatics and computer music have made huge progress in the development of new tools and methods for incorporating information retrieval and machine learning techniques, the human factors have by and large received less attention in these subject areas. We reported on the feedback we received from users online and also reported on the findings from interviews we held with three professional mixing engineers. Our findings highlighted the issues that could potentially arise in designing automated systems that support professional audio practitioners. We observed that although domain experts valued the assistance of the system, they were skeptical when asked about their willingness to adopt intelligent automated systems in their workflows. The results from the
interviews suggest that usability and set-up time are very important when designing tools for live mixing engineers. This led us to the conclusion that finding the right balance between automation and user control is of paramount importance for the adoption of automated music production systems by domain experts. Hence, there is need to devise conceptual and design frameworks that are considerate of the human in the loop paradigm and help intelligent music production system developers and designers guide the development process. In this paper we presented a method for analysing AI assisted music production systems, which in our experience is useful in both the design and evaluation phases. The proposed system analysis method aims to aid developers analyse complex system which consist of multiple MIR and ML components and incorporate different levels of automation in the different components of the system. This method is extremely useful since it allows to consider the system architecture in tandem with the human factors and optimise the human-AI cooperation prior to the development of the system. Moreover, this could be used for evaluation of existing systems.

Finally, we applied a set of design guidelines, which we demonstrated are well suited for designing human-centric intelligent music production systems. We showed how these principles where applied to guide the design of the Channel-AI and ensure that the human-machine cooperation is balanced, does not remove engineers’ authority and level of control as well as enables the co-existence of the automation alongside the current user workflows. Future work includes further refinement of the two frameworks through evaluation and feedback by the users in controlled usability studies which we will be conducting in the near future.
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