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ABSTRACT

Engineering communities that feed the current proliferation
of artificial intelligence (AI) have historically been slow to
recognise the spectrum of societal impacts of their work.
Frequent controversies around AI applications in creative
domains demonstrate insufficient consideration of ethical
predicaments, but the abstract principles of current AI and
data ethics documents provide little practical guidance.
Pragmatic methods are urgently needed to support devel-
opers in ethical reflection of their work on creative-AI tools.
In the wider context of value sensitive, people-oriented

design, we present an analytical method that implements
an ethically informed and power-sensitive stakeholder iden-
tification and mapping: Ethically Aligned Stakeholder Elic-
itation (EASE). As a case study, we test our method in
workshops with six research groups that develop AI in mu-
sical contexts. Our results demonstrate that EASE supports
critical self-reflection of the research and outreach practices
among developers, discloses power relations and value ten-
sions in the development processes, and foregrounds oppor-
tunities for stakeholder engagement. This can guide de-
velopers and the wider NIME community towards ethically
aligned research and development of creative-AI.

Author Keywords

computational creativity, music, ethics, stakeholder, Value
Sensitive Design

CCS Concepts

•Human-centered computing → HCI theory, concepts and
models; •Social and professional topics → Socio-technical
systems; •Applied computing → Sound and music comput-
ing;

1. INTRODUCTION
Developing responsible AI is a key concern of current ma-
chine learning research and data-driven application develop-
ment. As evidenced by recent controversies, such as litiga-
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tion over the data use legitimacy of creative-AI applications
[7], or the dilution of artist portfolios through generative
pastiches [29], considerations of ethical predicaments and
values of development work for data analysis and genera-
tion in creative domains often lag behind. In the context of
music, several authors have called for increased sensitivity
to the social and ethical frameworks in which the appli-
cations are being developed (e.g. [4, 5, 10, 28, 40, 48]. As
Friedman and Nissenbaum were early to warn [24], a lack of
diversity and richness of context in the development phase
can have serious and widespread consequences in society.

Several high-level principle documents for AI and data
ethics have been published in recent years [33], but there
is a scarcity of easily-accessible methods directly applica-
ble to the practical needs of AI developers generally [38],
and in the area of creative-AI specifically. As argued by
Gold et al. [25], research communities formed around cen-
tral conferences of a field, such as NIME, can play a critical
role in spearheading the increase of ethical awareness in the
industry at large.

We suggest that the exploration of the ethical predica-
ments in creative-AI development should focus on the real-
life implications of individual research projects on actual
people rather than on abstract value statements. Further-
more, we argue that such ethical analysis should be sensi-
tive to value tensions and power relations, in order to avoid
perpetuating discriminatory structures.

This paper contributes to these purposes in two ways: 1)
by proposing a new method, Ethically Aligned Stakeholder
Elicitation (EASE), that guides developers of creative-AI
through a structured, ethically informed and power-sensitive
stakeholder analysis, and 2) by advancing a deeper collective
understanding of the ethical predicaments of creative-AI de-
velopment, which will be necessary to inform prospective
policy guidelines, ethics standards and analysis methods tai-
lored for the specific needs of the creative-AI sector. With
this work, we are taking a step towards helping developers
of creative-AI to improve sensitivity towards stakeholder di-
versity, critically examine the power asymmetries embedded
in their work, and align their operational decisions with a
framework of ethical principles. Furthermore, we hope the
method will inspire engineering and design communities to
extend our work on engaging and actionable methods for
ethical analysis of creative-AI.

As an initial case study, we evaluated the current version
of EASE in a series of workshops with research teams that
develop AI in musical contexts (music-AI). The outcomes
of the workshops demonstrate that introducing EASE into
research projects has the potential to (a) give nuance to
critical self-reflections over the social impacts and ethical
predicaments of individual research projects, (b) broaden
perspectives on the range of impacted stakeholders and their
mutual power relations and (c) promote pro-active efforts



of engagement and empowerment to alleviate value tensions
between stakeholder groups.
In the following, we introduce value sensitive design (VSD)

as the general context and people-focused care ethics as the
specific theoretical framework for our work. We then oper-
ationalise this framework through an engaging, low-barrier
stakeholder analysis method, and discuss observations gath-
ered from testing EASE in workshops with developers of
music-AI. Finally, we connect these insights with reflections
on opportunities for further, ethically informed research ini-
tiatives on creative-AI applications.

2. BACKGROUND

2.1 Call for ethical creative-AI
Issues of AI and data ethics have been prominently dis-
cussed in domains of grave discriminatory or life-threatening
implications, such as jurisdiction, policing, or credit alloca-
tion [3, 45]. In the domain of creative-AI, and in specific
in the context of music, these matters have only recently
started to surface in the academic debate (see for instance
[2, 9, 18, 26, 31, 32, 39, 55]).
This is, however, no indication that creative-AI would

be less susceptible to ethical predicaments. Controversies
around training data legitimacy, the emergence of new kinds
of style thefts and deep fakes, and collateral damage from bi-
ased, fragmentary or aesthetically narrow datasets are just
a few examples of issues that may arise in the wake of un-
reflective deployment of creative-AI technologies [19]. On a
wider systemic scale, the proliferation of AI in the cultural
and creative sectors is expected to disrupt value chains and
job markets, strengthen the existing information monopo-
lies and inequalities, and increase the general ecological im-
pact of the industry [16]. Given the current rush of capital
investment in commercial AI applications in domains such
as music [13], the conditions of ethically aligned AI must be
made more explicit and accessible for developers.

2.2 Scarcity of applied AI Ethics
Along with the increased attention to AI technologies, a
number of ethical guidelines for general AI use and devel-
opment have been established for instance by [17, 57, 59].
In the context of music applications, NIME Principles &
Code of Practice on Ethical Research1 represent pioneering
efforts towards formalising ethical frameworks of research
and development work, but challenges such as data use in
music-AI contexts beyond GDPR-defined personal data are
not directly addressed in this code of practice.
In contrast to the multitude of generic, principle-based

ethics frameworks, there are much fewer applied analysis
methods intuitively accessible even with limited prior ex-
pertise in ethics [41]. Some of the existing approaches intro-
duce an extensive series of questions or a range of discussion
points as prompts for ethical self-reflection and analysis, e.g.
[12, 15, 46, 62]. Others translate ethics prompts into graph-
ical or game-like platforms, e.g. [8, 20, 60], or focus on a set
of specifically chosen principles [47]. Unfortunately, many
of the existing tools can be rather overwhelming for less
experienced participants to implement. For instance, EC-
COLA [60] includes almost a hundred topics to address, and
other tools add up to similar figures [12, 15].
Some tools developed in VSD provide routines for stake-

holder mapping and analysis, such as envisioning cards [22],
stakeholder tokens [65], and interviews with stakeholder

1https://www.nime.org/ethics/

perspectives [50, 56]. These methods are not specifically
focused on ethics, but they indicate valuable directions for
connecting value awareness with actionable ethical analysis
of research projects. Furthermore, none of these tools tar-
gets the particular needs of creative-AI applications devel-
opment, and the impact of its data use on human subjects.
In the following, we will introduce an approach that seeks
to address these issues and test it in the particular context
of creative-AI development.

2.3 Operationalising care ethics
In contrast to the selection of practical ethics methods out-
lined in the previous section, our EASE method combines
two perspectives in a form that – to the best of our knowl-
edge – has not been previously done: the ethics perspectives
relevant specifically for data-driven development processes,
and the focus on a specific set of ethical issues that directly
relate to interactions among people and their power rela-
tions. The purpose of this focus is to link the analytic explo-
ration with concrete human subjects and real-life situations,
and hence provide an intuitive and low-barrier method that
does not require an extensive time commitment or previous
insights into ethics research from the users.

2.3.1 VSD, Care ethics and the focus on people
Our focus on the people of AI development is closely linked
with the value sensitive design (VSD) framework and espe-
cially the recent explorations in care ethics. VSD is a socio-
technical design approach that accounts for values among a
diversity of user groups [23]. Care ethics has served several
HCI projects as a frame to explore how people in commu-
nities relate to one another and to technology [1, 34, 35,
54, 58]. As defined by Held [30, p.10], the epicentre of care
ethics is the ”moral salience of attending to and meeting the
needs of the particular others for whom we take responsibil-
ity”. Such remarks resonate with Vallor’s [61] perspective
on the relational understanding of moral obligations as the
condition for the development of a virtuous character, and
with calls for extended engagement with under-represented
populations in the tech policy [66]. Care ethics therefore not
only aims at a personal virtue but at the wider questions
of the general conditions and values of a community. In
particular, care ethics responds to Friedman’s call for HCI
research to bring in more accounting of power and value ten-
sions in design processes, as well as for developing methods
that focus on such goals [23, p.175f].

2.3.2 Stakeholder theory and power analysis
To operationalise the perspectives of care ethics and the
focus on power, we integrate an ethically informed stake-
holder analysis with a power/interest grid [14], which is one
of the constitutive applications of stakeholder theory [21].
The term ’stakeholder’ refers here not just to direct users
or the financial beneficiaries, but more broadly to an emer-
gent range of individuals and groups that can impact, or
are directly and indirectly impacted by the project [42, 49].

While the concept of power has many competing defini-
tions (see [63], or more recently e.g. [52]), we have chosen to
refer to the practical orientation applied in previous versions
of power/interest grids, which define power as ”the mecha-
nism through which stakeholders influence the direction and
decisions for a project. This power can be used to retain the
status quo or to enforce fundamental change” [43, p.842].
Regarding the common distinction between power-to and
power-over [52], this power is a power-to, i.e. an ability to



Figure 1: General layout of the stakeholder identification.
Questions (Q1–Q9) are specified in the main text.

do something, whereas the relational aspect (power-over)
will be emergent from the present mapping process. Inter-
est is respectively defined here as ”[m]easure of how inter-
ested each stakeholder group is to impress its expectations
on the project decisions” [44, p.322], which can be seen as
the gauge of the likelihood for the stakeholder to use the
power they have.

3. EASE METHOD
EASE was designed to be run in a workshop format2. The
format emerged from a series of pilot studies and iterations
conducted with researchers at our institution, at a confer-
ence workshop, and in the context of doctoral education.
While the method in itself may be applicable to data-driven
development projects beyond creative-AI, we carried out
the first evaluations of it with project teams that develop
music-AI applications.
The workshop centres around an actual application de-

velopment project that the participants agree upon and
briefly discuss, shaping a scenario that is familiar to all
participants. The workshop process then runs in two steps
described in the following subsections: ethically informed
stakeholder identification and power-mapping.

3.1 Part 1: Stakeholder identification
In the first exercise of the workshop, participants identify
stakeholders related to and impacted by the specified sce-
nario. This process is facilitated by a list of nine question
prompts that guide the participants to extend their consid-
eration of stakeholder groups beyond the core development
team and immediate collaborators:

1. Who provides data for the project?

2. Who is the data about?

3. Whose permissions do you need to access and use the
data?

4. Is someone’s personal or other sensitive data included
(whose)?

2The design of the workshop boards can be viewed at
https://doi.org/10.5281/zenodo.7799160

5. Who do you envision will use your project or its end
product?

6. Who sets the rules, regulations and recommendations
on your data use?

7. With whom will you communicate about and share
information or data on your project?

8. Who could be inadvertently harmed by the project,
its data use or its end result? (Additional prompt:
”For example: Could it [your project] expose, profile,
discriminate or prejudice individuals? Could unde-
tected bias, inclusion/exclusion, data gaps or other
limitations cause harm or disadvantage to someone?
Could the project and its outcomes unfairly restrict
someone’s access or opportunity, or replace another
product or service?”)

9. Who does not use your product but could still be pos-
itively impacted by it? (Additional prompt: ”Are you
making things better for the society? For whom (in-
dividuals, groups, demographics or organisations?”)

The layout of the first exercise includes a circular board
surrounded by these nine question prompts (see Figure 1).
Participants conduct the exercise by writing on individual
cards a stakeholder or a stakeholder group they find relevant
with respect to their project, and then placing the cards on
the circular board near the respective question prompt.

The questions are informed by Data Ethics Canvas [46],
but have been reformulated to ”who”-questions to help par-
ticipants elicit perspectives related specifically to people, in
line with the care ethics framework. Furthermore, some of
the questions have been combined and abridged from the
original format3 to enable participants to run through the
whole process in a reasonable time frame. The last two
questions, which are more open in their formulations, have
short additional prompts for support.

3.2 Part 2: Stakeholder power-mapping
In the second exercise of the workshop, the previously iden-
tified stakeholders are evaluated in terms of power and in-
terest. The definitions of these concepts (as provided in
Section 2.3.2) are printed on the board. Stakeholder cards
from the first exercise are collected, consolidated in case of
overlaps or repetitions, and placed on a 2x2 grid in which
interest is on the y-axis and power on the x-axis (see Fig-
ure 2). Participants are instructed to locate the cards such
that the placement reflects stakeholders’ respective power
and interest towards the analysed project, while also being
in meaningful locations relative to one another. Through
this process, disparities in power distribution between stake-
holder groups become apparent.

The resulting grid is then used as a basis for discussing ac-
tion points for the participants. In the current version of the
workshop, we chose to focus on developing action points for
very powerful stakeholders with high interest, and for very
vulnerable stakeholders (high interest / low power) as we
consider the most relevant disparities to exist between such
groups. Discussion is stimulated with a series of questions
inspired by [46] and [62], which are printed on the workshop
board:

3For instance, the prompts in Data Ethics Canvas
”Name/describe your project’s key data sources, whether
you’re collecting data yourself or accessing via third parties”
and ”Where did you get the project’s data from?” informed
the Question 1 ”Who provides data for the project?”



Figure 2: General layout of a stakeholder mapping.

Questions about powerful stakeholders: 1. Are your ex-
pectations towards the project aligned with theirs? 2. Do
you observe potential for power imbalances? 3. How can
you protect your project from negative external influence?
4. Could you harness the power of these stakeholders for a
positive overall impact?
Questions about vulnerable stakeholders: 1. What expec-

tations do they have towards your project? 2. How may
limitations or risks of the project be communicated to peo-
ple impacted? 3. How can these stakeholders engage with
you with feedback, concerns, requests or appeals? 4. What
steps can you take to minimise negative on more vulnerable
stakeholders? 5. How could you inform, consult, involve or
empower your stakeholders through your project?

3.3 Testing EASE
Current workshop format was tested in April-May 2022 with
six volunteering teams. Invitations were sent to in total
twelve teams known to be active in music-AI research, in
an effort of ensuring some variety in the types of projects
included, but there was no specific vetting of participants’
prior knowledge of and experience with ethics discussions.
The volunteering participant teams came from academic re-
search institutions in Australia, Austria, Finland, France
and Great Britain. Each of these teams used a project that
they are currently working on or have previously worked on
as a scenario for the workshop, as summarised in Table 1.
In total, 17 people took part in the workshops, with the

team sizes varying from two to four. Most of the partici-
pants self-identified as ’male’, only two as ’female’ and none
as ’other’. This gender ratio, while statistically imbalanced,
is consistent with the general gender structure of the NIME
community [64], and was thus accepted as sufficient for this
initial round of tests.

3.4 Workshop process
Each workshop lasted approximately 90 minutes, with an
equal amount of time spent on stakeholder identification
and mapping, respectively. The time spent on each of the
individual question prompts in the first exercise was not rig-
orously timed. The total workshop duration also included
a brief feedback discussion.
The first author acted as a facilitator and moderator,

while the other authors observed the process. For future use
of our method, this role of a facilitator could be assumed
by someone from the team, who familiarises themselves with

the structure of the exercises and keeps an eye on the time
to ensure that each part of the workshop is given sufficient
attention. After each workshop, the authors conducted a
brief internal feedback session discussing their observations.
The workshops were also recorded and analysed in terms of
both contents of the discussions and potential problems in
the process. All participants provided informed consent.

4. RESULTS
Testing of EASE in six workshops provided various insights
into the concrete ethical predicaments music-AI developers
are facing in their work. In the following, we present a
summary of these insights.

4.1 Stakeholder insights
Workshop participants identified on average 16 stakehold-
ers or stakeholder groups (minimum: 9, maximum: 30).
After overlaps and repetitions were removed, on average 13
stakeholder categories were mapped on the power/interest
grid (minimum: 9, maximum: 20). The stakeholders most
commonly mentioned in the workshops were artists, data
providers, users and listeners, research communities, and
various companies and employees in the music industry.

Meaningful differentiation, however gradually emerged
within these broad categories. For example, the category of
”artists”included musicians and composers actively involved
in developing, testing or using the system, as well as musi-
cians whose works are in the used training data sets used.
Some teams additionally included e.g. artists whose style is
under-represented in the training data, and for whom the
system might thus not perform well (teams C and F).

In particular, questions 8 and 9 inspired the teams to ex-
plore previously undetected use case opportunities such as
physically impaired users (teams B, C and F), biases and
structural inequalities within the creative industry (teams
E and F), and overall positive chain effects that the wider
availability of methods for creative work could bring to
artists and audiences (team E). Several teams also singled
out in their feedback questions 8 and 9 as the most inter-
esting. Overall, these questions were successful in stimulat-
ing conversation and debate about a wide range of ethical
predicaments, opening up perspectives towards more spec-
ulative scenarios of societal and ethical impacts.

4.2 Navigating value tensions
Many teams recognised that the identified sub-groups of
stakeholders were dissimilarly affected by the development
project. For instance, team C reflected on the possibilities
of researchers to empower less known artists to explore the
system without validating ”artists [who are] trying to have
an unfair advantage”. Team F discussed value tensions that
would arise when companies seek to ”make money off the
artists”. Furthermore, the teams observed that the general
public might not necessarily share the values of the research
group nor their views towards the desirability of music-AI
in general, which could cause unexpected tensions and re-
sistance towards the development projects.

Concerning certain sub-groups of artists that provide data
for the project, team E recognised they could consciously
influence the power dynamics of the situation themselves:
”We can choose to give them more power ... in terms of how
their sounds can be used”. Some of the teams specifically
expressed that in order to better understand the complex
power dynamics of the stakeholder networks, they would
first need to reflect on and define their internal values and



Table 1: Summary of the workshop participants
Team Team size Participants Project description
A 2 male (2), age 23-49 Real-time deep learning-based sound synthesis and manipulation
B 3 male (3), age 29-39 Symbolic music generation system adapted to a specific instrument
C 2 female (1), male (1), age 28-51 Targeted manipulation of music recommendation systems
D 3 female (1), male (2), age 27-37 Deep generative models as tools for composers
E 2 male (2), age 29-45 Music production tool to select musical elements from a collection
F 4 male (4) age 24-50 Deep-learning based music generation system

expectations towards the project. Such contemplations in-
dicate that the workshop had succeeded in initiating a pro-
cess of critical self-reflection and heightened sensitivity to
the ethical predicaments of the project.

4.3 Developing data management
In most workshops, the teams reflected on the conditions
of legitimate and fair data use in AI research. Some teams
extended the special care warranted to personal or sensitive
data to encompass private artistic expressions, thus extend-
ing the legal perspective of GDPR. Others acknowledged
that they identified blind spots in their current data man-
agement processes, and several expressed frustration in the
face of the complexity of setting up responsible data use
practices, hoping for more legislative or regulatory support
and guidance. Furthermore, many teams contemplated on
their capacity to engage with platforms and other commer-
cial entities in promoting responsible data practices. These
efforts could include open communication about the ob-
served problems and biases in the systems, or in more ex-
treme cases, pressure towards the platforms through raising
media attention.

4.4 Planning further actions
EASE methods aims to help developers identify, protect
and empower weaker stakeholders or alleviate harm towards
them. The related ethical issues are, however, often com-
plex, open-ended and context-dependent. This was explic-
itly recognised by teams E and F, who wondered how deep
they should continue in the analysis of the down-stream
chain of data extraction and preparation networks (see [11]).
Furthermore, as observed by teams B and F, the ethical
stance of the development project may change over time,
for instance, if the project gets commercialised. The ex-
ploration initiated in the workshops should therefore fuel
a continuous process of proactive ethical reflection includ-
ing but also extending beyond the stakeholder elicitation.
Indeed, our participants spontaneously indicated plans to
conduct the process again, possibly with a different case
study as a focus, or at different phases of the same project.
There was also an increased appreciation of foreground-

ing user and other stakeholder engagement in the develop-
ment work. The teams differed markedly on their previous
efforts of stakeholder interaction and consequently, on the
range and depth of changes they expressed they would seek
to implement in the projects after the workshop. Teams
B and C for instance, discussed options for extending their
research outreach efforts to motivate a wider range of users
to explore their system. Conducting user studies, opening
better communication channels and other efforts of direct
engagement were often identified as an important step for
the project maturation and expansion. Team C, which had
identified ”user” as a relevant stakeholder group only after
being prompted by question 5 of the first exercise, acknowl-
edged their previous detachment from user perspectives and

expressed their intention to change that. This indicates that
the workshops were successful in prompting reflection, but
it remains an open question whether such plans come to
fruition in actual development practices.

5. DISCUSSION
Besides insights on the ethical impacts of the individual
music-AI projects themselves, the workshops shed light on
some of the benefits and limitations of EASE in facilitating
structured ethical reflection in the creative-AI development.
In the following, we will discuss these insights and relate
them to plans for future work.

5.1 Addressing workshop dynamics
While the workshops were generally successful in their cur-
rent form, the testing clearly demonstrated the benefits
of having at least three participants involved in the pro-
cess. Active discussions among the participants increased
the number and diversity of stakeholders identified, while
the insights into the specific stakeholder dynamics grew
more detailed over the course of the workshops. Conversely,
certain tendencies to a converging agreement were observed
in the workshops where the team was small and had strong
internal power dynamics, such as between a supervisor and
their PhD students.

To alleviate this effect, all participants should be guaran-
teed to have individual access to the workshop board and
feel equally authorised to make changes to it, so that con-
trasting perspectives can gain a voice in the discussions.
Furthermore, for workshops with more than four partici-
pants, the stakeholder mapping could be run as two or sev-
eral parallel break-out groups, allowing for a comparison of
the resulting matrices for potentially more diverse insights.

5.2 Feedback and critical reflections
Overall, most participants considered the process ”informa-
tive” and ”revealing”, and the set of nine questions on the
stakeholder identification board ”holistic” and ”thorough”.
They reported ”having a better view” of the roles different
stakeholders play in the project, and noted that the analy-
sis ”helped to elicit values”. A certain level of sampling bias
should be assumed since the volunteering teams are likely to
have a more active interest in ethics discussions than an av-
erage research team, but perhaps a limited experience with
other ethics analysis methods.

Certain aspects of the workshop format yielded uneven
results between the participant groups. For some teams,
question 6 (”Who sets the rules, regulations and recommen-
dations for your data use?”) mainly related to high-level
political entities such as the EU or national governments,
with limited brainstorming on other, more local stakehold-
ers. Similarly, some participants found question 2 (”Who
is the data about?”) confusing. Finally, there was a certain
bias in the answers to question 8 towards the issue of au-
tonomous systems replacing human actors, which may have



unnecessarily limited exploration of other potential nega-
tive impacts. In the future, we will consider reformulating
these question prompts for better clarity and inspiration,
and evaluate the option of offering further elective prompts
for some or all of the questions.
In one of the workshops (team D), participants felt they

were ”on a different planet”, expressing alienation from the
stakeholder perspective and by the strongly guided process
of the workshop. This stands in contrast to feedback from
other workshops (e.g. teams A, E and F), where partic-
ipants specifically mentioned a strong appreciation of the
guidance and the two-step format of the workshop. As we
continue to develop the method, any further cases of alien-
ation will be closely analysed, but currently, it seems ad-
visable to adjust the amount of guidance in correspondence
with the preferences of the participant group.

5.3 Future directions for EASE
Since data use is one of the key aspects of AI development,
the ODI Data Ethics Canvas provides a solid ground for
supporting the process of ethically aligned stakeholder iden-
tification. The workshops, however, exposed certain blind
spots in the chosen framework. For instance, it was noted
that funding institutions exert both active and uninten-
tional power towards research projects in terms of topics,
methodology and data management (see also [28]), which
was not addressed in the prompt questions. Some of the
teams hoped to analyse deeper the intricate and interre-
lated structures of ownership, access and economic power of
commercial platforms or service providers, which the cur-
rent workshop format did not sufficiently support. The op-
tion of extending the human-centered approach of EASE
to more-than-human agents, such as ecosystems, was men-
tioned in two of the workshops (teams D and E) and is also
reflected in the recent discussions in the HCI field [23, 34,
36, 37]. It is likely that other aspects specifically relevant
for the research or development of creative-AI projects will
be uncovered as we continue revising and testing EASE.
To complement the current case study, we aim to con-

tinue testing EASE in wider geographic areas (see [51]), in
adjacent fields of creative-AI development (e.g. visual, per-
formative), and with developers of commercial creative-AI
applications, to strive for greater diversity in gender [64]
and other aspects. This will serve to ground the method
further to the practical realities of the development work.
Alternative ethics frameworks (e.g. [15]), as well as perspec-
tives from critical [27] and feminist [6] stakeholder theories
and VSD provide inspirations for subverting any manipu-
lative tendencies that may reside in traditional stakeholder
analyses rooted in strategic management (see [49]), and for
widening the scope of analysis.
Finally, we aim to accompany some of the participating

teams in longitudinal studies to evaluate how action points
developed using EASE are implemented (or not) in long
term, as well as to observe and analyse the current AI-
development culture and practices. These efforts will add to
the insights obtained by [53] and others, and provide critical
domain-specific context both for the developing EASE and
other, possibly creative-AI specific ethical analysis methods
and for the drafting of policies and ethics guidelines tailored
for creative-AI development.

6. CONCLUSION
The research and development of creative-AI applications is
taking place at a rapid pace, with insufficient reflection on
the ethics involved. The creative-AI community urgently

needs toproactively contribute to the development of ethi-
cally aligned and responsible applications. To support this,
we have introduced an analytic method, Ethically Aligned
Stakeholder Elicitation (EASE).

Based on the observations during the workshops and the
feedback received, EASE provided a structured way to stim-
ulate critical self-reflection, inspired teams discover new as-
pects of their work and articulate a shared understanding of
value tensions and power asymmetries that require their at-
tention, as well as more generally increased their awareness
of the range of social and ethical impacts that a music-AI
application may have. Hence, EASE paves the way towards
sector specific ethical standards that can guide the progress
of the creative-AI development in the future. In develop-
ing our method further, we hope EASE to be inspiration for
more collaborative efforts of co-designing a greater diversity
of AI ethics analysis approaches.

7. ETHICAL STANDARDS
This paper complies with the NIME ethical standards. Lim-
itations to the cultural and gender diversity of the partici-
pants are addressed and discussed in the article. Research
conducted in the paper was evaluated by the institutional
ethics board and found to adhere to the national guidelines
on research involving human participants. All workshop
participants provided informed consent.
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