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Abstract
Learning advanced skills on a musical instrument takes a range of physical and 

cognitive efforts. For instance, practicing polyrhythm is a complex task that requires 

the development of both musical and physical skills. This paper explores the use of 

automation in the context of learning advanced skills on the guitar. Our robotic guitar 

is capable of physically plucking on the strings along with a musician, providing both 

haptic and audio guidance to the musician. We hypothesize that a multimodal and first-

person experience of “being able to play” could increase learning efficacy. We discuss 

the novel learning application and a user study, through which we illustrate the 

implication and potential issues in systems that provide temporary skills and in-situ 

multimodal guidance for learning.
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CCS Concepts

• Human-centered computing → Human computer interaction (HCI) → 

Interaction devices

Introduction
Music is a discipline where both creativity and physical skills are paramount. The 

importance of skill makes the training aspect an important part of a musician’s journey 

[1]. Nevertheless, we do not see technologies mature enough to support advanced skill 

training on the guitar. Research in robotic musicianship has showcased autonomous 

instruments for marimbas [2][3], drumming [4] and others [5][6][7]. However, most 

systems focus on the output capabilities of the systems, where they lend a potential in 

designing collaborative and assistive systems for developing musical and motor skills.

This research builds on previous works on a robotic guitar; the guitar is capable of 

rendering right-hand actions robotically (Figure 1). With the ability to physically co-

play with a musician on the instrument, the instrument could organically extend upon 

or collaborate with the user—a form of collaboration distinct from jamming with 

another. Particularly, we identify and explore opportunities in human-machine 

collaborative learning for complex rhythm patterns that are unintuitive to learners.
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In this paper, we present a study with college music students with intermediate to 

advanced guitar skills. We focus on the experience of “being able to play” or “feeling 

when messing up” in the process of learning, as learning new skills requires a 

continual execution of skill and reflection upon it [8], through a robot that overtakes 

and guides the rhythmic execution of polyrhythm patterns. We contrast this approach 

to using a metronome, investigating how users acquire skills for those complex 

patterns, and the way their learning progresses differently. We hypothesize the ability 

to observe, understand and execute skills first-hand can provide a better experiential 

learning [9] for musicians. We discuss the study results in light of how the envisioned 

form of musical instruction could impact learning in future music learning systems.

Related Work

Assistive Learning on Musical Instruments

Computer-assisted learning in music is gaining increasing attraction. One of the most 

related works is a guitar fretting robot [9] that eases the learning of chord progression 

for beginner players. Their result suggests that providing computational skill fluency 

allows learners to better understand the music, separately focus on aspects of the task, 

and have higher engagement. Another notable work [10][11] used vibrotactor gloves to 

stimulate tactile learning for piano players in memorizing melodic phrases. It showed 

the potential of multimodal, in-situ guidance for increasing the learning performance 

not only in terms of skills but also overall musical understanding. The paradigm has 

also been explored in flutes [12] where actuators mounted on the flute renders the 

Figure 1. The setup for the user study. The actuators placed underneath the 

strings allow for the robot and a musician to co-play.
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kinesthetic experience of playing. However, the tasks in the studies are relatively 

simple, with questions remaining on whether those may work in more complex skill 

training.

Robotic Co-Playable Instruments

Systems that can play string instruments have been widely explored [13][14][15][16]

[17][18][19]. Augmented guitars or other string instruments demonstrated the ability 

to play complex patterns, however, often these systems are limited in co-playability—

with robotic actuators being designed for a specific playstyle (e.g. strumming [17] or 

hammering [18]), limited in play rate [16], or intended for fully autonomous operation 

[14][15].

Our system is designed to overcome the issues of co-playability on the guitar, by 

allowing robotic actuators and musicians to access the strings without interference. 

The co-playability has been explored in other instruments [18][19][20][21]. Notably, 

Bretan and colleagues [4] showcases a supernumerary system where a robotic arm 

autonomously renders musical expression in parallel with a person.

Human-Machine Mutual Actuation

Several works in HCI and NIME explore the coupling between users’ physical action 

with machine actuation. The prosthetic drumming system by Bretan et al [4] can allow 

a drummer to render complex stroke patterns beyond ordinary human dexterity. 

Similarly, smart hand tools have been explored to help novice artists [22][23]. In these 

works, robotic capability is coupled with human actions and supplements user skill 

levels. Recently, such a paradigm of Human Machine Mutual Actuation has been 

formulated [24], through a handheld mechanical device that automates grasp release 

timing for precise throwing action. We envision an integration of this paradigm into 

music, exploring how a co-play between human and computer could temporarily 

increase use skills and improve learning.

System Configuration
Our study extends on previous works [9][25]. The detailed system configuration can be 

found in [25]. In summary, the system consists of several plucking mechanisms 

(including solenoids —used in this paper) mounted on the guitar. Our control software 

communicates with the microcontroller on the guitar via MIDI (Figure 2); for this 

study, we implemented a polyrhythm generator that renders specified patterns across 

a selection of guitar strings. Most importantly, the actuators on the guitar are 



International Conference on New Interfaces for Musical Expression A Study on Learning Advanced Skills on Co-Playable Robotic Instruments

5

concealed away from the bridge area (Figure 1), not interfering with user actions. As a 

result, musicians and the robotic actuators can co-play in various ways —e.g. passively 

following the robot plucking or adding new notes to it.

User Study Procedure
Our study aims to test the impact of the system in advanced musical skill learning. The 

choice of advanced level is to reduce the variance in learning speed between users, 

and investigate the system’s effect in elaborate tasks. We recruited 7 music students in 

our college with at least 2 years of experience in playing the guitar. We planned for a 

larger study size, but due to COVID-19 we were not able to continue on the 

recruitment. Instead of focusing on statistical analysis, in this section we identify 

notable patterns and use these as a basis for discussion.

Figure 2. System configuration: control software, audio devices and 

the robot.
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Participants first engage in a 5-minute warm-up session, getting familiarized with the 

system through a simple polyrhythm pattern—3 against 4 (Figure 3). Then, in the 

control condition, they practice a rhythm pattern using sound cues only. The two 

rhythms in the polyrhythm pattern are pitched differently for easy understanding. In 

the experimental case, they employ any practice method to practice with the robotic 

instruction on another rhythm; for example, they can coordinate both their hand with 

the robotically played rhythm, or let the robot play while observing and learning how 

the rhythm should be played (Figure 1).

Half of the study participants begin in the control condition then onto the experiment 

session (group A), and the other half vice versa (group B). The two polyrhythm 

patterns used in these sessions are 5 against 4 (5-4) and 7 against 4 (7-4). The 

assignment of patterns in respective conditions is flipped between the groups to 

reduce bias between the groups. These two polyrhythm patterns were chosen for their 

similarity in rhythmic structure—having two different 16th shuffle patterns as well as a 

uniform pattern (Figure 3). After each session, the participants were asked to play the 

rhythm without guidance. The BPM of audio or robotic guidance is heuristically 

determined, based on whether the participants were able to discern the intended 

rhythm pattern, while being sufficiently challenged by the task. After all the sessions, 

an exit questionnaire was given, reflecting on the learning experience.

Figure 3. Polyrhythm patterns in the user study. Gray: shuffle beats, Black: base 

beats.
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Results and Discussion

Overall, three participants showed recognizable improvement between the conditions 

(figure 4) where others showed relatively mild differences. They were not able to 

reproduce any identifiable pattern in the control condition, while being able to 

successfully replicate the rhythm with the robot. Statistically, there was no significant 

difference in the normalized error in base progression (ctrl: 0.12 ± 0.1, exp: 0.12 ± 

0.07, d = 0.03, p = 0.45), which indicates that most participants had comparable 

proficiency between the conditions. Generally, there was a higher normalized error 

rate (ctrl: 0.17 ± 0.16, exp: 0.11 ± 0.09, d = 0.43, p = 0.11) and variance (ctrl: 0.15 ± 

0.16, exp: 0.07 ± 0.05, d = 0.59, p = 0.07) in shuffle beats in the control condition. 

Inverse consistency, that we defined as the standard deviation of shuffle beat error 

among respective shuffle patterns (Figure 3), was used to characterize the consistency 

in shuffle representation. The measure shows the participants were more consistent in 

representing shuffle rhythms with the robotic guidance (ctrl: 0.12 ± 0.14, exp: 0.06 ± 

0.05, d = 0.46, p = 0.15). However, the size of the study was too small to have a 

meaningful statistical insight, and we rather use this for a qualitative discussion later.

Figure 4. Example transcription data. Top chart shows participants playing the 5-4 

pattern in each condition. Bottom shows respective data for the 7-4 pattern. 

Participant ID denotes which experiment group they were in (A or B) and who (the 

number).
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We also ran a cross-analysis on the measurements with the self-evaluation (5 point 

Likert scale, Figure 5). Overall, there was a negative correlation between mistake 

awareness and errors in the control condition (all = -0.3, shuffle = -0.17), and positive 

in the experimental (all = 0.23, shuffle = 0.38)—suggesting a more object self-

assessment in the experimental condition. The amount of effort they put in was 

positively correlated with errors in the experimental condition (all = 0.24, shuffle = 

0.43), in contrast to weak or no correlation in the control (all = 0.02, shuffle = -0.2). 

Additionally, there was a notable negative correlation between inverse consistency and 

confidence in the experimental condition (exp = -0.69, cf. ctrl = -0.01). This could 

imply that once a person successfully learns through robotic guidance, they feel they 

can consistently replicate that better. There was also a weak positive correlation in 

inverse consistency with “feel being forced” (= 0.47), and a negative correlation with 

“feel being enabled” (= -0.33).

Figure 5. Example exit-questionnaires.
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Embodied Agent Duality

The characteristic of the instrument we used in this research is that a computational 

agent [26] is embedded in the tool. Often agents take a conversational form [27], while 

recent smart hand-tools research [22][23] showcases how the agents embedded in 

tools could “extend” user actions. The configuration allows for a tool to become a 

direct extension of user intent and being conversational at the same time [28]. Some 

comments from the participants speak to the conversational aspect: “[robot] felt like 

someone else was playing the guitar while I held it, which was jarring at first but easy 

to adapt to” (A3), “it was very helpful to … actually see the strings vibrating at the 

right times … as opposed to listening to two tracks at once and trying to break them 

apart in my mind” (B2); and there were comments relating to the extension aspect as 

well: “... provided a lot more tools to be used at my disposal” (A3), “... more comforting 

because I felt like I had a backup in case I messed up” (B2).

In our system, when a user is engaged and synchronized with the robot, the robot may 

move into the background of attention, while the user executes a musical sequence 

without resistance. An everyday example could be a ski instructor holding your arms 

as you learn how to take turns. Once your actions synchronize with the instructor’s 

plan, the act of skiing becomes natural and identical to skiing without the instructor. 

However, the more you desynchronize from the instruction, you become aware of the 

existence of the instructor—very much like how Dourish [29] explains how a tool 

appears or disappears. This is also supported by the positive correlation between 

inverse consistency and the feeling of being forced. In other words, when a person 

could not develop sufficient consistency, every interaction with the robotic guidance 

may feel like a friction.

However, the positive correlation between mistake awareness and error implies that 

the robot also enhanced the participants’ awareness of mistakes. Nevertheless, the 

feeling enabled score was rated higher than the feeling forced score. We discuss what 

could have happened in the following.

Self-reflection

One of the most notable observations from the study was the positive correlation 

between how much they are aware of their mistakes and the amount of error made in 

the experimental condition, contrasting the uniformly negative correlation in the 

control condition. Self-reported amount of effort was positively correlated with the 

measured error; in other words, they were in fact more attentive and responsive to 
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their mistakes when practicing with the robot. The results could imply that the robotic 

guidance or reference helped the musicians to be better aware of their level of mastery 

and put more effort when they are less proficient. Overall, the participants reported a 

higher mistake awareness in the control condition, while their awareness was not 

proportional to the amount of errors made. Instead, ones that showed higher mastery 

were better aware of their mistakes in the control case, further implying that objective 

reflection was inaccessible to those without sufficient development of skills.

Multimodality and Synchronicity in Skill Training

One research question we had was on the multimodal aspect of training with robotic 

instruments. When practicing with an audio cue, one needs to execute skills in the 

physical dimension, while assessing their success in audio space, i.e. comparing the 

resulting sound with a metronome. We hypothesized that being able to compare 

execution and reference in the action space—the guitar strings—could reduce the 

cognitive load. These are evidenced by participant comments: “[in the control 

condition] it was difficult to understand if I was rushing or dragging at times” (B2), “I 

used [the robot] as a tool to learn the patterns using multiple senses” (B2), and “it is 

much harder for me personally to decipher the complex rhythm by ear, so seeing it 

happen in real time was helpful” (A4).

Furthermore, self-reported confidence showed no correlation with shuffle error in the 

experimental case, contrasting a negative correlation with inverse consistency. It was 

opposite in the control case: negatively correlated with shuffle error but none with 

inverse consistency. These suggest an attention shift from accuracy to consistency, 

when practicing with the robot.  We believe this shift could be originated from 

increased attention on the physical domain, which was evidenced by reports from the 

participants: “[I] used finger gesture to follow the rhythm” (B1), “[the robot] … made 

me focus on matching my fingers to it rather than what I hear” (B2), and “[I] could 

sense when I was out of rhythm (A4).

Can Borrowed Skills be Acquired?

Based on the premise that the robot removed the necessity of user action, it could be 

argued that it might reduce the chance for improvement. Overall, the participants 

showed better accuracy and, more notably, lower variance in the experiment case. 

These could imply that the robot helped the participants develop higher consistency, 

i.e. replicable execution of skills. Furthermore, a correlation between “feeling enabled” 

and consistency was also observed, meaning the sense of improvement happened 



International Conference on New Interfaces for Musical Expression A Study on Learning Advanced Skills on Co-Playable Robotic Instruments

11

across the board with the robot. However, there are questions remaining to be 

answered in terms of what tasks may benefit from the form of human-robot 

interaction, and what the long-term impact it could bring. This research focused on 

short-term observation, however, how learning retains over time and how it impacts 

actual musical practice could be explored with a more longitudinal study.

Limitations in the Current Prototype

Overall the robotic guitar has proven usable and helpful. However, some expressed 

desire for a function to control the pace and timing of instruction: “ways to 

start/stop/adjust velocity would be very helpful…” (A3), and “it eliminated the chance 

to start over on your own” (B3). This was intended to match the experimental condition 

to the control, where the metronome would continuously play. However, with the robot 

directly playing in the hand, it may be difficult for the users to break away from the 

practice. In other words, a co-playable agent may need to provide means for an 

overriding control since it could interfere when their plans misalign.

Another potential concern was that the robot may replace their opportunity in 

developing skills. Participant A3 mentioned: “... feel slightly less competent because it 

is obviously perfectly in time ... an unreasonable standard because playing with feel 

and lack of repeatability is what drives me to play music.” This brings up an important 

aspect of creativity, highlighting the consideration of humanness in the design of 

computational systems for creative applications.

Conclusions
We explored the impact of a co-playable autonomous instrument on advanced skill 

learning on the guitar. While the study was limited due to the pandemic, the results 

showed a trend of better accuracy and consistency in rhythm replication when the 

robot was guiding practices. Their self-assessment on the experience was overall 

positive—feeling more enabled than forced. Data shows that their mistake awareness 

was proportional to the amount of errors they made when robotically guided, where 

the control condition showed a reverse trend. Finally, we discussed these through the 

lens of co-playable agents in music learning. We found that the enabling aspect and the 

multimodality from the robotic instrument improved the participants’ learning 

experience. These discussions also hint at future research towards understanding the 

long term impact of co-playable instruments within the broader context of musical 

practice.
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